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Abstract—This study introduces a technique for facial 

recognition according to capsule networks. The system 

utilizes the advantages of capsule networks to model the 

face features in the image hierarchically, and realizes the 

efficient recognition of faces. First of all, we know the 

difference between the capsule network and the 

convolutional neural network through the study of the 

operating principle and the structure of the capsule 

network. Secondly, the Capsule Network is realized 

through deep research on the algorithm for dynamic 

routing and the internal operating principle of the 

capsule. Finally, by conducting experiments on the face 

dataset and optimizing it with the Adam optimization 

algorithm as well as the boundary loss and 

reconstruction loss, the capsule network is promoted to 

learn more robust feature representations to obtain 

better face recognition results. The experiments show 

that the face recognition system based on capsule 

network can reach 93.5% correct rate of evaluation on 

WebFace dataset, which achieves a high recognition 

accuracy. The final results demonstrate the feasibility 

and effectiveness of capsule networks for face 

recognition. 

Keywords-Capsule Neural Network; Dynamic Routing; 

Face Recognition 

I. INTRODUCTION  

In the last few years, face recognition 
technology has become the most dominant 
biometric technology today, and its direct, 
convenient, and contactless features make it easy 
for users to accept, and it has been extensively 
used in numerous fields. Deep convolutional 
neural networks have demonstrated significant 
potential in a number of fields recently, including 
image identification.  Deep neural networks have, 
however, been unable to consider the spatial 
relations of the underlying objects in recent years. 

In order to overcome the limitations of deep 
convolutional neural networks, the capsule 
network has been widely used in the past. It takes 
the output of the capsule in the form of vectors, 
which can not only represent the image according 
to the intensity of the vectors, i.e., the size, but 
also describe the direction of the image with 
vector direction, location, and other information 
about the image object. Therefore, capsule 
networks are rapidly developing in deep learning 
with their unique charm.  It is an important topic in 
image recognition at present and for a long time to 
come, and many scholars are actively working in 
this area. The success of capsule networks has 
many good outcomes in the domain of picture 
identification, and the technique for recognizing 
faces based on capsule networks involves a wide 
range of topics, which is crucial for research given 
the quick development of IT, the ongoing 
evolution of society, and the demand for complete 
recognition [2]. 

II. RELATED WORKS 

A. Face Recognition 

One type of biometric technology is facial 

recognition that recognizes information about the 

facial features of a person's face as well as 

determining the likelihood that it is a particular 

person. Researchers began to study facial 

recognition as early as the 1960s, and it was not 

until the 1990s and a half that the technology 

entered the stage of real primary application, and 

the technology is so mature that it hasn't been 

developed yet. Face recognition has been 

extensively researched as a type of non-contact 
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biometric identification method along with the 

advancements in computer vision and pattern 

recognition. Examples include authentication, 

monitoring and security detection.  It can be quite 

convenient and automated.  The majority of facial 

recognition techniques rely on conventional 

strategies for machine learning such as Principal 

Component Analysis (PCA) and Linear 

Discrimination (LDA). With the advent of deep 

neural networks (CNNs), facial recognition 

technology has advanced significantly in recent 

years. Deep learning has demonstrated in recent 

years that high level abstract features may be 

extracted from the source image with better 

robustness and accuracy [3]. Face detection and 

face feature extraction are the two primary 

components of most deep learning-based face 

recognition systems.  Face features are extracted 

to create discriminative features, and face 

detection is used to find and extract these features. 

Neural networks with convolutions have been the 

subject of several proposals in recent years for 

feature extraction from the feature space. Face 

recognition is also connected to other 

technologies including 3D face reconstruction, 

live detection, and multimodal fusion in order to 

enhance the system's robustness and performance. 

However, there are still a number of challenges in 

the field of face recognition, such as changing 

lighting conditions, changing pose, blocking, and 

privacy and security. Traditional machine learning 

methods have seen a dramatic shift within the 

domain of face recognition in recent years. The 

performance and application of the face 

recognition system will be progressively 

improved along with the ongoing development 

and advancement of technology, offering society 

more practical and secure solutions. 

B. Convolutional Neural Network  

Convolutional neural networks, or CNNs, were 

first proposed in the 1980s and early 1990s.   

Yann LeCun is credited with one of the first 

successful uses of CNNs [16].  LeNet-5 was really 

utilized by the United States Postal Service and 

was initially intended for handwritten digit 

recognition.  This model is a major breakthrough 

in the application of convolutional neural 

networks in computer vision. Since the advent of 

deep learning, Alex Krizhevsky and his 

colleagues have been able to improve their 

performance in the 2012 ImageNet Challenge. It 

introduced innovative designs such as deep 

structure, massively parallel computation, and 

ReLU activation function, which has been 

extensively utilized in the field of computer vision 

and picture classification [17]. 

Three layers make up deep convolutional 

neural networks: the convolutional layer, pooling 

layer, and fully connected layer. The pooling layer 

is used to minimize the size of the parameters, 

while the convolutional layer is used to extract the 

image's local features. The foundation of 

convolutional neural networks is a set of filters 

that can identify characteristics in the input data.  

The buried topological characteristics are then 

extracted using pooling and convolution. 

Convolutional neural networks have been offered 

as a way to increase system performance and 

simplify the network's parameters through pooling 

and weighting procedures. 

Deep neural networks have had tremendous 

success recently in a variety of fields, such as 

image identification and computer vision.  Among 

the many computer vision tasks that convolutional 

neural networks have excelled at are picture 

categorization. 

The disadvantages of convolutional neural 

networks are mainly reflected in two aspects. In 

the first place, in convolutional neural networks, 

no attention is paid to the relative positions of 

different features. Scalar transfers higher level 

neurons to lower level neurons, but it lacks 

direction and is unable to convey spatial qualities 

or the relationship between top and bottom 

attributes in terms of position. Connection 

between the objects at the base [1]. Therefore, 

CNNs have significant limitations in the 

recognition of spatial relationships. On the other 

hand, in Convolutional Neural Networks, there is 

a significant improvement in their robustness, 

while much valuable information of the model is 

lost.  Convolutional neural network is trained well 
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when it encounters very similar images in the data 

set, but when it encounters an image that has 

flipped, tilted, and other problems related to 

orientation, whereas convolutional neural network 

does not work so well. Consider a face, for 

instance, which is made up of facial contours, 

eyes, nose, and mouth. When these components 

are present in convolutional neural networks, 

there is a strong stimulus, and the components' 

relative positions and orientations are less 

significant, so that they can recognize faces from 

those areas. Except it's not a face for us. 

C. Capsule neural network 

In 2017, Hinton et al. first proposed the concept 
of capsule networks, which is one of the most 
cutting-edge techniques in the domain of 
recognition and classification of images today [12]. 
Capsule networks are proposed to solve some 
problems existing in traditional convolutional 
neural networks, such as translation invariance, 
insensitivity to scale changes and pose changes. 
Capsule networks solve these problems by 
introducing capsule layers. A Feature Map (FM) is 
produced in traditional CNNs by adding a filter to 
a convolution process.  However, this method is 
not able to handle spatial relations and pose 
information efficiently. In contrast, Capsule 
Networks can better capture the relationship 
between target instances by representing each 
target instance as a vector. 

Capsule networks have several advantages over 
conventional CNNs: 

 Modeling Spatial Relationships:  Capsule 
Networks can capture spatial relationships 
between target instances, providing better 
modeling capabilities for target pose, scale 
change, and rotation. 

 Stronger representation:  By using vectors 
to represent the states of target instances, 
capsule networks can provide richer and 
more expressive feature representations, 
thus improving recognition accuracy. 

 Improved robustness: Capsule networks 
have better robustness to translation 
invariance and spatial transformations when 

processing images, and can cope with 
various changes in complex scenes. 

 Strong interpretability: Since the capsule 
networks represent the state of the target 
instance with vectors, it is easier for the 
network to interpret its learned knowledge. 

Unlike convolutional neural networks, which 
are more mature in various fields, the research of 
capsule networks is still in its infancy, and most of 
the capsule neural network research stays on the 
basis of small samples. In 2018, Deng et al. 
proposed a method to classify hyperspectral 
images with a small amount of sample data using 
capsule neural networks [18]. They introduced a 
new two-layer restricted training paradigm in HSI 
classification. Two HSI datasets were mainly used 
in the implementation and the algorithm was 
mainly used to describe complex and concise data 
and the algorithm was trained to examine the 
robustness and representation of individual models 
or classifiers. Sabour et al. suggested a novel 
feature network that comprises of a single layer of 
convolutional neural networks as a preprocessing 
layer in order to get around the drawbacks of 
convolutional neural networks when processing 
images and a layer of advanced capsule as a 
prediction vector for image classification [12]. 
Capsule Neural Network is able to recognize all 
kinds of features, including posture, size, and 
orientation and so on, but its dynamic routing 
mechanism is very cumbersome and needs further 
improvement. To address this problem, Hinton et 
al. improved the routing algorithm and the capsule 
structure, and based on this, proposed a capsule 
network based on the maximum expectation 
algorithm matrix. This network has better 
robustness, but large computation and high 
complexity. Hahn et al. used a simple perceptron 
model instead of the traditional dynamic algorithm, 
which improves the system's performance without 
increasing the parameters and arithmetic cost. 
Zhang, Y et al. investigated the performance of 
capsule networks in processing complex data and 
proposed an improved capsule network structure 
[13]. Xiang, S et al. introduced a method called 
Dynamic Capsule Attention (DCA) which was 
applied to a visual question and answer task [14]. 
Tang, H et al. proposed a Recurrent Capsule 
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Network (RCN) for character re-recognition task 
[15]. 

Jiang Hong et al used a convolutional layer in 
front of the first layer of the capsule of CapsNet, 
and a filter capsule layer at the end of the network. 
Compared with Capsnet, this method improves the 
recognition precision of target image and improves 
the performance of reconstruction [5]. Zhou Qun 
improved the capsule network and designed a new 
capsule network JSSA-Caps Net based on spatial-
spectral attention module, and used a capsule 
network to classify hyperspectral remote sensing 
images, extracting useful characteristics from the 
combination of spatial and spectral data to enhance 
classification performance [7]. Yao Yuqian 
proposed an algorithm for recognizing expressions 
based on Enhanced Capsule Network (E-CapsNet) 
and a recognition of an expression algorithm based 
on Double Enhanced Capsule Network (E2-
CapsNet).  It was effectively validated on the 
expression dataset [8].  Hanqing Zhang et al. 
designed an algorithm for feature extraction and 
recognition based on Caps-net + SRNN to be able 
to overcome the inability of traditional CNNs to 
deal well with image rotation and blurring due to 
their information loss in the layer of pooling, and 
experimentally verified the effectiveness of the 
neural network model suggested in this document 
[10].  Chen Shan et al. constructed a capsule graph 
through dot product attention to obtain the 
dependency relationship between capsules in the 
same layer. DPA_Caps Graph not only makes up 
for the lack of ignoring the sibling features in the 
original routing process, but also achieves to 
enhance the model's overall performance by 
adding jump connections for feature extraction in 
the feature extraction part, which improves the 
feature expression of the primary capsules by 
using dot-product attention instead of dynamic 
routing, which improves the feature selection 
ability between the capsule layers, and realizes the 
improvement of the overall performance of the 
model [11].  Lou Yue made the first attempt to 
introduce capsule networks and their improved 
models into the field of plant recognition for 
applications including plant organ recognition 
such as flowers and leaves, preserving detailed 
pose information (e.g., exact position, rotation, 

thickness, inclination, size of the object, etc.), and 
achieving generalization using less training data 
[9]. Yang proposed a cross-domain pedestrian re-
recognition method based on deep capsule 
networks. Through the perspective classification 
training task, the model can learn the effective 
features of pedestrians in the image, and these 
features can be directly migrated to the pedestrian 
re-recognition task, which alleviates the problem 
of insufficient pedestrian re-recognition 
generalization capability [4]. SA-Capsnet gives 
full play to the feature extraction capability of self-
injecting networks as well as the capsule-based 
neural network's dynamic routing mechanism.  
Dynamic routing is an attention mechanism, which 
has greater superiority in image regions.    
Combining the two can achieve complementary 
functions and improve the network performance. 
Tests have been carried out with several samples 
such as MNIST, Mode MNIST, CIFAR10, etc., 
and the outcomes demonstrate the model's high 
prediction accuracy [6]. 

III. REQUIREMENT ANALYSIS OF FACE 

RECOGNITION BASED ON CAPSULE NETWORKS 

A. System Requirements Analysis 

The system's objectives are to investigate and 
analyze the capsule network's theory, comprehend 
its elements, put the network into practice, and 
accomplish classification training on face datasets, 
to carry out the design of visualization interface 
and to test the working efficiency of capsule 
network in face recognition system. The visual 
interface is designed with PYQT5, and various 
operations are carried out by buttons, such as face 
data set, facial recognition and facial image 
addition. 

B. System Main Functions 

This work develops and implements the Capsule 
Network Face Recognition System, which is based 
on the theory and architecture of the capsule 
neural network.  The system mainly contains three 
functions, and the description of each function is 
specified as follows: 
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 Train the face dataset. Select the face data 
to be trained and train the classification of 
face data. 

 Add a face dataset. Choose which category 
to add to after selecting the face photos you 
want to add to the file, and then click the 
Add button. After the addition is completed, 
you will be prompted to retrain the added 
face dataset. 

 Face Recognition. Select a photo of the face 
you like to test, display it on the screen, test 
it by clicking the Detect button, and the 
person in the picture and their likelihood of 
being that person will be displayed. 

IV. CAPSULE NEURAL NETWORK 

Capsule networks were first discovered in 
Geoffrey Hinton's academic paper, Transforming 
Autoencoders. An article titled "Dynamic Routing 
Between Capsules" was released at the end of 
2017 by Geoffrey Hinton and his colleagues [12]. 
This is a novel neural network model.  These days, 
picture recognition applications are the primary 
use for this technique. 

A component in the brain known as a "capsule" 
is capable of processing various visual stimuli and 
encoding information (e.g., position, shape, speed, 
etc.) very well. In deep learning, a capsule is a 
structure in the brain that can process different 
visual stimuli well are structures in the brain that 
are able to process different visual stimuli well and 
encode information. In deep learning, a capsule is 
a set of embedded neurons. Instead of neurons, a 
network of capsules is comprised of capsules. A 
capsule is able to represent various features of a 
particular object in a picture, such as position, size, 
orientation, texture, etc. A capsule is an 
independent logical unit. A capsule can produce 
vectors, the direction of the vector indicates the 
object's pose, and the length of the vector can 
represent the degree of similarity of the feature. 

A. Capsule network Structure 

The encoder in capsule network includes 
convolutional layer, main capsule layer, and 
digital capsule layer.  The specific process is as 
follows.  The convolution layer is used to detect 

the features of the 2D image. The 2D image's 
features are detected using the convolution layer. 
ReLU is used to activate the convolutional layer, 
which has 256   9 * 9 * 1 step size 1 cores.  The 
main capsule layer, which receives the data from 
the convolutional layer, generates a set of features.  
The 32 primary capsules in this layer resemble 
those in the convolutional layer. Digit Capsule 
Layer This layer contains 10 digit capsules, each 
corresponding to a digit. Each capsule accepts a 6 
* 6 * 8 * 32 tensor as input. You could view this 
as an 8-dimensional vector 6 * 6 * 32, or 1,152 
input vectors. Inside the capsule, each input vector 
maps the 8-dimensional input space to the 16-
dimensional capsule output space via an 8 * 16 
weight matrix. 

 

Figure 1.   Capsule Network Structure 

There are three connecting layers that make up 
the decoder: the first, second, and third.  First, we 
accept 16 dimensional vectors from the correct 
digital capsule and learn to translate them into a 

digital image, Using the loss function — the 

Euclidean distance between the rebuilt image and 

the input image—the decoder, a regularizer, learns 

to reconstruct the 28*28 pixel image after 
receiving the output of the correct digital capsule. 
The decoder forces the capsule to learn features 
that are useful for reconstructing the output image. 
The ideal reconstruction of an image is one that 
closely resembles the original. Experiments 
indicate that the FNN is robust. Through the 
analysis of the model, we can find out the problem 
of the model. The rebuilt image goes through three 
totally connected layers, and the entire decoding 
process is entirely connected. The rebuilt image 
goes through three totally connected layers, and 
the entire decoding process is entirely connected. 
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Figure 2.  Decoder 

B. Dynamic routing 

In Capsule Network (CN), dynamic routing 
mechanism is an important technique used to 
calculate the weights between different capsules to 
determine their relationship and the degree of 
interaction. In simple terms, dynamic routing is 
used to determine how information is passed from 
one capsule to other capsules in the next layer. 
Through the dynamic routing mechanism, the 
capsule network can establish relationships and 
interactions between objects at different levels and 
enhances the model's robustness and accuracy by 
more effectively capturing the structural details 
and attitude changes of the objects in the 
recognition task. The following are the specific 
steps of dynamic routing. 

1) Initialization: First, initial weights are 
assigned to each pair of neighboring capsules 
(corresponding capsules between the previous and 
next layers). These weights can be initialized 
randomly. 

2) Projected Output Vector:  Using the weight 
matrix and current state vector as a basis, an 
output vector is projected for every capsule. The 
entities or features that the capsule activates are 
represented by the output vector. Similarity 
between vectors. By calculating the dot product of 
two vectors, this can be accomplished. 

3) Route Matching:  Using the output vector of 
the current prediction as input, compute the output 
with the latter layer of capsules. 

4) Update weights: The weights connecting 
each capsule are adjusted based on how similar 
they are to the output vectors of the capsules in 
the layer below. Capsules with higher similarity 
will get higher weights to have greater influence. 

5) Dynamic Routing Generation Selection:  
The process from step 2 to step 4 is repeated until 

the specified number of iterations Lou is reached 
or the convergence condition is satisfied. The 
weights of the capsule and the anticipated output 
vector are modified in each cycle. 

6) Output computation:  Ultimately, the output 
vector obtained after dynamic routing is used as 
input to class or perform other tasks. To get the 
final classification result, the output vector can be 
transformed into a probability distribution using 
the softmax function. 

In a capsule network, the following steps are 

required to perform the operation of a single 

capsule: 

The input vectors are multiplied by a matrix, 

where 1v  and 2v  are generated from the output of 

the previous capsule, and in a capsule, 1W  and 

2W are multiplied by 1v and 2v , respectively, to 

obtain new 1u  and 2u . The formula is as follows: 

 ^

|j i ij iu W v
  (1) 

The input vectors are weighted scalarly, and the 

weighted vectors are summed. 

 
^

|j ij iji
s c u   (2) 

Vector-to-vector no linearization, the result is 

found with the Squash function and used as input 

for the next capsule. In the Squash function, jv  is 

the output vector of capsule j , and js  is the input 

vector of capsule j . js is also the weighted sum 

of the output vectors of all capsules in the 

previous layer, and its value is the capsule j that 

is currently in. This nonlinear function can be 

divided into two aspects. The first part represents 

the scale of the input vector js , and the second 

part represents the direction of the input vector, 

which is also compressed to the interval [0,1). If 

the js vector is 0, then jv is 0. If js  is infinity, 

then jv can tend to 1. Generally speaking, the 

Squash function can be utilized to excite a vector 
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with a vector or as a means of compressing and 

redistributing the vector length.  
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1 || || || ||

j j
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j j
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  (3) 

Through an iterative process of dynamic 

routing, the capsule network can gradually adjust 

the weights between capsules to better transfer 

information and facilitate effective feature 

learning and pose estimation. This mechanism 

enables the capsule network to cope with complex 

spatial relationships and improves the ability to 

recognize object deformation, rotation, and other 

situations. 

C. Loss function 

We already know that the length of the digital 
capsule layer's output vector is some kind of 
probability based on the preceding section,how 
should we construct a loss function and then 
iteratively update the whole network according to 
this loss function? Dynamic routing is used to 
update the coupling coefficients.  On this basis, it 
does not need to be updated according to the loss 
function, but the other convolutional parameters 
in the ensemble by value must be updated 
according to the loss function. The loss value for 
each capsule vector in a training sample is 
determined using the following formula and the 
sum of the ten loss values yields the overall loss.  
This is a supervised learning, so each training 
sample is properly labeled. Normally, updating 
these parameters with a standard loss function 
backpropagated is sufficient, but the original work 
used edge loss, which is common in SVMs. The 
expression for this loss function is:  

 

2

k

2

max(0, || ||)

(1 )max(0,|| || )

k k

k k

L T m v

T v m





 

  
  (4) 

The k  of the formula denotes the classified 

category, kT  is the classification function (1 for 

the presence of k and 0 for the absence of k), m  

denotes the upper boundary, and m  denotes the 

lower boundary. Here, where the mode of kv is 

equal to kL of the vector. 

V. EXPERIMENT 

A. Selection of face dataset 

Some of the commonly used face recognition 
datasets are as follows. The roughly 13,000 photos 
in the LFW (Labeled Faces in the Wild) dataset 
show a variety of real-life subjects. Every picture 
is tagged with a person. CelebA is a huge data set 
of celebrities with more than 200,000 images of 
celebrities. Each image is labeled with 40 
attributes, such as gender, hairstyle, etc. FDDB 
(Face Detection Data Set and Benchmark) is a 
dataset dedicated to face detection and contains 
5,171 images and 16,419 face annotations.  
WIDER Face is the most widely used data set for 
face detection, which consists of 32,203 training 
images and 40,504 test images. Among them, the 
training images contain 393,703 face instances. 
MORPH is a dataset for age evolution studies 
containing 55,134 images covering 13,618 
different individuals.  It is mainly used for face 
detection and eye localization tasks. These are just 
some of the commonly used datasets, and there are 
many other face recognition datasets, so you can 
choose the right one according to your specific 
needs. 

 For the training task of face recognition based 
on capsule networks, the face recognition dataset 
that I have chosen is is the CASIA-WebFace 
dataset. One of the most often used data sets from 
the Chinese Academy of Sciences Institute for 
Automation (CASIA) is CASIA-WebFace.  
494,414 photos with 10,575 identities make up the 
CASIA-WebFace dataset. These photographs 
feature faces in a range of expressions, stances, 
and lighting settings. Each person has several 
images in the data set, and each person has a 
unique and permanent identifier. In the CASIA-
WebFace dataset, lighting conditions, poses, and 
other factors make face recognition more difficult, 
training difficult, and hardware demanding. 
Therefore, at the beginning of the training, I just 
selected face images of 44 people without 
reducing the photos of each person, and increased 
the dataset to 8,260 face photos of 110 people in 



International Journal of Advanced Network, Monitoring and Controls        Volume 09, No.01, 2024 

29 

the later training process. Using this data as my 
final training dataset. 

B. Building a system to realize face recognition 

According to the needs of the system, three 
main interfaces are designed in the system, 
including selecting pictures for face recognition, 
selecting face datasets for training, and selecting 
photos and categories to be added to the dataset in 
the folder. Firstly, we choose to design the 
interface through PyQt5, the first interface needs 
to show the picture that needs to be recognized, 
the model can be chosen to display the identity of 
the person in the photo and the likelihood that they 
are that person, if the selected file is not a picture 
then it will give a prompt to re-select it. The 
second interface requires a folder of face datasets 
that can be selected as well as a training log, which 
shows the results of each epoch of training, and 
the lower level of the interface will give hints at 
the beginning and end of training. The third 
interface allows you to add a face dataset by 
choosing the face photographs to add, the category 
to add them to, clicking the add button, and after 
the addition is successful, receiving a prompt to 
retrain. 

 

 

Figure 3.  Face recognition 

 

Figure 4.  Training dataset 

  

Figure 5.  Adding a dataset 

C. Training Capsule Network 

The deep learning framework Pytorch is used, 
along with the Adam optimization algorithm for 
training and the boundary loss and reconstruction 
loss for optimizing the capsule network. The 
experimental environment is Python 3.9, the 
number of iterations is set to 80, the learning rate 
is 1e-4, and the Batch_size is set to 64. The 
experimental test part of the photographs can be 
up to 98.7% accurate, the The correct rate of 
model evaluation can reach 93.5%. The loss curve 
and correctness curve are shown below. 
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Figure 6.  Loss Curve Graph 

 

Figure 7.  Accuracy Graph 

Through this design implementation of capsule 
network based face recognition system, it is very 
good to understand the advantages of capsule 
network image recognition field for image 
processing. It is better at capturing the spatial 
relationships found in the picture. The 
categorization capabilities of the capsule neural 
network is confirmed by the face recognition 
results on the CASIA-WebFace face dataset. 

 

Figure 8.  Face test Results 

 

Figure 9.  The dataset training process 

 

Figure 10.  Add photo retraining 
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VI. CONCLUSIONS 

The capsule network based face recognition 
system consists of three main functions, which are 
detection of a single face image, training the face 
dataset, and adding data to the original face dataset. 
However, the most important thing to realize these 
is the need to understand and learn the theoretical 
basis of capsule network, Early knowledge of 
convolutional neural networks gave rise to a 
certain view of neural networks, of which 
convolution operations are crucial. Convolution 
operations are also present in the capsule network's 
back. Secondly, after a more profound 
understanding, through in-depth study of the 
working principle of the capsule neural network, 
determine the advantages of the capsule neural 
network over the convolutional neural network by 
understanding its structural makeup, and 
understand the advantages of the capsule network 
in the realization process. Learn in-depth about 
dynamic routing algorithms, how they operate 
inside individual capsules, and how parameters are 
updated inside individual capsules. Finally, the 
development of the capsule network is not perfect, 
the capsule network still exists some shortcomings, 
the capsule network has to continue to learn. 
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