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Abstract—Time-Triggered Ethernet (TTEthernet) is a 

new hybrid transmission network technology that 

introduces time-triggered, synchronization, and security 

mechanisms based on traditional Ethernet. It is difficult 

to verify the overall performance mechanism of the 

TTEthernet through manual calculation. Therefore, this 

paper models the TTEthernet End System and Switch, 

and simulates the overall performance of the 

TTEthernet Model based on the OPNET platform. 

Firstly, this paper introduces the key mechanisms and 

development status of the TTEthernet. Secondly, the 

simulation modeling of the TTEthernet End System and 

Switch are described, and the key technologies within 

the model are explained; The End system is an 

important component of the network, responsible for 

data generation, transmission, and processing. The 

Switch is responsible for data forwarding and routing, 

which plays a crucial role in the performance and 

stability of the network. Finally, the performance of the 

TTE network model in this article is analyzed through 

simulation data, verifying the timeliness, determinacy, 

and reliability of the model. Simulation data shows that 

the global throughput of the TTE network model in this 

article is stable at around 70Mbps, the End-to-End 

Delay of TT services is around 2.5ms, and the packet loss 

rate is almost zero, which meets the expected results. 

However, RC and BE services have higher end-to-end 

latency and packet loss rates than TT services due to 

their event triggered messages, but they still meet 

expectations. 

Keywords-Time-Triggered Ethernet; Simulation Model; 

Switching Architecture; OPNET 

I. INTRODUCTION 

A. Research Motivation and Significance 

Time-Triggered Ethernet (TTEthernet) is a real-
time communication protocol based on Ethernet 
technology. It uses time-triggered transmission to 

send data at predetermined intervals, ensuring the 
real-time and reliable delivery of data. TTEthernet 
can support various applications, including 
aerospace, military, and industrial automation. Its 
main features include high reliability, low latency, 
high bandwidth, and strong scalability. 

In order to better carry out the business 
planning and maximum carrying capacity 
evaluation of various network nodes, the 503 
Institute of the Fifth Academy of Aerospace 
Science and Technology has carried out a 
horizontal project called "TTEthernet Simulation 
and Calculation Development Tool" in recent 
years. The TTEthernet simulation and calculation 
development tool aims to provide support for 
product design, and is a network planning tool 
based on the OPNET simulation platform. The 
tool adopts advanced simulation algorithms and 
models, which can simulate the data transmission 
and processing process in various network 
environments, so as to accurately evaluate the 
performance and reliability of network nodes. 

The First Aircraft Design and Research 
Institute of China Aviation Industry Corporation 
(AVIC 1) has developed a Time-Triggered FC 
Network Simulation Model based on the OPNET 
simulation platform in order to further improve the 
determinacy and reliability of aviation and 
aerospace networks, and meet the high-security 
requirements of networks. The Time-Triggered FC 
Network is based on the FC network and 
incorporates technologies such as TTEthernet and 
AFDX for traffic control, margin management, 
and time triggering, which further improves the 
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determinacy and reliability of the network. The 
time-triggered FC network simulation platform 
can assist system designers in the initial top-level 
design stage of the system to quickly simulate the 
entire network topology and network traffic, and 
verify and iterate through digital simulation to 
validate the ICD design. 

B. Related Work 

This article proposes a simulation model design 
for TTEthernet, elaborating in detail the core 
functional design of the End System Model and 
the Switch Model, and conducting simulation tests 
on the model based on the OPNET platform. 

When designing the simulation of the 
TTEthernet Model, this article first carried out the 
overall model design to ensure the completeness 
and feasibility of the model. Then, the design ideas 
of the End System Model were explained in detail, 
including data stimulation, scheduling and 
transmission mechanism, and redundancy strategy. 
Finally, this article designed a 24-port Switch 
Model, and provided a detailed explanation of the 
various switching architectures designed in the 
Switch, making the Switch Model more suitable 
for practical application scenarios. 

After completing the simulation model design, 
this article implemented the model simulation 
based on the OPNET platform and conducted 
simulation tests on the throughput, End-to-End 
Delay, and packet loss rate performance of the 
TTEthernet Model proposed in this article based 
on certain initial data. Through the summary of 
experimental test data, this article draws a 
conclusion that proves the feasibility and 
effectiveness of the TTEthernet simulation model 
design proposed in this article. 

II. RESEARCH STATUS AT HOME AND ABROAD 

Time-Triggered Ethernet (TTEthernet) is a 
network communication technology based on time 
synchronization, which enables high-precision 
data synchronization and communication. 
Currently, TTEthernet has been widely researched 
and applied both domestically and internationally. 
TTEthernets have outstanding advantages in real-
time performance, determinism, reliability, and 
bandwidth protection. [1] TTEthernet has been 
applied in NASA's manned space shuttle project 

and has attracted the attention of foreign aircraft 
manufacturers. China is also considering adopting 
TTEthernet technology in future spacecraft 
systems. [2] 

In foreign countries, Time-Triggered Ethernet 
has been widely used in industrial automation, 
robot control, and medical equipment, aerospace 
and other fields. For example, the European Space 
Agency uses Time-Triggered Ethernet to achieve 
high-precision synchronization of satellite 
communication and navigation systems; Siemens 
in Germany applies Time-Triggered Ethernet to 
industrial automation and intelligent 
manufacturing; and the aerospace and military 
equipment industries in Europe and the United 
States have begun to deploy TTEthernet with good 
results. [4] 

In China, research and application of Time-
Triggered Ethernet are constantly developing. For 
example, the Institute of Automation of the 
Chinese Academy of Sciences has developed a 
high-precision data acquisition system based on 
Time-Triggered Ethernet, which can achieve 
microsecond-level data synchronization and 
acquisition. Shanghai Jiao Tong University has 
also conducted research on the application of 
Time-Triggered Ethernet in robot control and 
intelligent manufacturing. [7] 

In general, Time-Triggered Ethernet has been 
widely researched and applied both domestically 
and internationally. In the future, with the 
development of industrial automation and 
intelligent manufacturing, the application 
prospects of Time-Triggered Ethernet will become 
even broader. 

 

III. DESIGN OF SIMULATION MODELS 

A. Overall Design 

The TTEthernet overall model consists of the 
End System Model, Switch Model, and Link 
Model. The TTEthernet overall model design is 
shown in Figure 1.  
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Figure 1.  TTEthernet Overall Model 

The End System Model is responsible for 
sending and receiving processing of the three 
types of data (TT, RC, BE) in the TTEthernet. The 
Switch Model is responsible for forwarding the 
three types of data. The Link Model is a point-to-
point full-duplex link, responsible for 
implementing bidirectional transmission of data 
frames between the End System and the Switch. 

B. Design of End System Model 

The End System Model of Time-Triggered 
Ethernet (TTEthernet) consists of six modules: 
Application Module, UDP/IP Module, Scheduling 
Module, Redundancy Management Module, End 
System MAC Module, and I/O Module. These 
modules work together to implement the various 
protocol contents of the TTEthernet. The 
TTEthernet End System Model based on OPNET 
is shown in Figure 2, where the arrows between 
modules represent the flow of three types of data 
and the interaction of information. 

 
Figure 2.  TTEthernet End System Simulation Model 

The frequency and conditions of message 
transmission are the first issues to be addressed in 

the TTEthernet End System simulation model. To 
achieve this, the association between tasks and 
messages must first be established for each 
application. The business of the application is 
composed of a series of messages, and the 
completion of tasks relies on the sending and 
receiving of messages. Therefore, the 
correspondence between tasks and messages can 
be described by the following equation. 

 
},,,{ m21k tttT 

 
(1) 

The formula represents a certain task on the 

application of the End System, denoted as kT , 

which consists of a set of m messages. Each 
message is defined by a five-tuple: 

 
},,,,{ tititititii TPLVIt 

 
(2)

 

In the formula:  

tiI  Represents the message sequence number, 

which is unique;  

tiV  Represents the virtual link number of the 

message, which represents the virtual link that the 
message passes through in the TTEthernet;  

tiL  Represents the frame length of the message 

and the message frame length are in bytes;  

tiP  Represents the generation frequency or 

period of the message, using various function 
excitation methods to simulate non-periodic 
message events to be closer to the real network 
communication model; 

tiT  Represents the message type, which is used 

to define the TT, RC, and BE message types. 

After the TTEthernet message is encapsulated 
into an IPv4 data frame by the End System, it 
needs to enter the corresponding cache queue and 
wait for scheduling. The maximum carrying 
capacity of the cache queue is determined by the 
queue's packet capacity and bit capacity. Time-
Triggered messages (TT) are scheduled based on 
the concept of time windows, which specify the 

start time ( startTx ) and end time ( endTx ) for the 

message to be sent within an integration cycle 
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( periodTx ). Therefore, if it is allowed to schedule 

the message at the current time ( NT ), the following 

conditions must be met: 

 








))mod((/

))mod((

periodNendrateti

endperiodNstart

TxTTxPtL
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" ratePt " Refers to bandwidth. 

For the scheduling of event-triggered messages 
(RC and BE), it is required to be completed within 
the time interval between two time windows. In 
order to achieve bandwidth management while 
scheduling TT messages based on time window 

order, two attribute values, maxL  and BAG, need to 

be set for each virtual link. In ordinary Ethernet, 

due to the lack of maxL  and BAG restrictions, the 

network traffic sent by End Systems is relatively 
random, which can easily cause surge traffic, 
leading to congestion or even congestion of 
Switches, increasing the queuing time and delay of 
data frames, and having a high degree of 
uncertainty. In TTEthernets, the BAG value is 
applied to the scheduling of RC messages. 

BAG (Bandwidth Allocation Gap): defines the 
minimum time interval for continuously sending 
RC messages on the same link. After sending a 
message at the sending end, if another RC 
message is received within the BAG time, the next 
message can only be sent after waiting for the 
BAG time. 

Due to the performance differences among 
different scheduling strategies, they may have 
different impacts on the delay of data frames. In 
the actual scheduling process, the scheduler should 

try to keep the BAG and maxL  values set for each 

virtual link unchanged. However, due to the 
introduction of the scheduler and scheduling 
strategies, there will be a delay time for data 
frames waiting for scheduling, which introduces 
the concept of jitter. In Time-Triggered Ethernet, 
jitter refers to the time interval between starting to 
send a data frame within the BAG value range and 
actually sending it. Different scheduling 
mechanisms may produce different time intervals. 
Figure 3 shows three different jitter scenarios. 

 
Figure 3.  Three types of jitter situations 

The jitter of each End System should satisfy the 
following formula: 

 
 

rate

VLsofSet
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 
  (4) 

Due to the high reliability requirement for data 
transmission in TTEthernet, this model adopts a 
three-redundancy fault-tolerant management 
mechanism. The entire TTEthernet consists of 
three identical networks A, B, and C. Each End 
System contains three Ethernet interfaces A, B, 
and C, which are connected to the Switch ports in 
networks A, B, and C respectively, forming a 
three-redundancy network composed of networks 
A, B, and C. When an End System sends a data 
frame on a single virtual link, it duplicates the data 
frame into three copies and sends them to 
networks A, B, and C simultaneously. The data 
frames are transmitted independently in networks 
A, B, and C without affecting each other. The 
receiving end will receive the same data frame 
from networks A, B, and C on the virtual link. The 
three-redundancy network structure is shown in 
Figure 4. 

 
Figure 4.  Triple Redundancy Network Architecture 

The redundancy processing module checks the 
data frames submitted by networks A, B, and C, 
and adopts the principle of first come, first served. 
By comparing the frame numbers, redundant data 
frames are removed to maintain the uniqueness of 
frame numbers, thus achieving redundancy 
management. In the event of a lost data frame in 
one network, data frames from another network 
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can be used to correct it, greatly enhancing the 
reliability of data transmission. 

C. Design of Switch Model 

The Switch Model of Time-Triggered Ethernet 
can be divided into five modules: I/O Module, 
Switch MAC Module, Input Selection Module, 
Message Channel Module, and Output Arbitration 
Module. The main functions of the Switch are as 
follows: 

1) Forward data to the corresponding output 
port based on the configuration information of the 

VL to ensure the order of data transmission for the 
same VL; 

2) Support unicast, multicast, and broadcast 
based on the configuration information of the VL; 

3) Support the reception, scheduling, and 
transmission of three types of business messages: 
TT (time-triggered), RC (rate-controlled), and BC 
(best-effort). 

The TTEthernet Switch adopts different 
switching architectures for the three types of 
messages. The TTEthernet Switch simulation 
model based on OPNET is shown in Figure 5.

 

 
Figure 5.  TTEthernet Switch Simulation Mode

For all types of messages that arrive at the 
Switch, a FULL-MESH architecture is used as the 
exchange channel for TT messages in order to 
ensure real-time, deterministic, and reliable TT 
message delivery to the greatest extent possible. 
FULL-MESH is a network connection architecture, 
also known as a fully connected architecture, in 
which all nodes are directly connected, ensuring 
that a direct path can be found between any input 
port and any output port. 

The RC channel is an exchange architecture 
consisting of a set of shared buffers and three 

ping-pong buffers. Each set of ping-pong buffers 
consists of an input data controller and two 
identical RAMs. The operation structure of the 
ping-pong buffers is shown in Figure 6. 

 
Figure 6.  Ping-Pong buffer operation structure 
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The input data stream is divided equally into 
two data buffers by the input data selector 
controller. In the first buffer cycle, the input data 
frame is stored in RAM A. In the second buffer 
cycle, the next data frame is stored in RAM B by 
switching the input data controller, while the data 
frame cached in the first buffer cycle of RAM A is 
transferred to the output data receiver unit. In the 
third buffer cycle, the input data frame is stored in 
RAM A while the data frame cached in RAM B is 
transferred to the output data receiver unit by 
switching the input data controller. This cycle 
continues, achieving the processing of high-speed 
data streams using a low-speed data preprocessing 
module. 

The cache architecture of the BE channel 
adopts a shared cache combined with a CrossBar 
structure. CrossBar is also known as a crosspoint 
switch or a matrix switch, which can effectively 
compensate for some of the shortcomings of 
shared memory mode. The CrossBar switch matrix 
is shown in Figure 7. 

 
Figure 7.  CrossBar Switching Matrix 

The Crossbar architecture is a three-level 
architecture that consists of a switch matrix. Each 
CrossPoint is a switch, and the switch controls the 
forwarding of input to a specific output. The 
Crossbar is non-blocking internally (relatively 
speaking). As long as multiple crosspoints are 
closed simultaneously, multiple different ports can 
transmit data simultaneously. In this sense, we 
consider all Crossbars to be non-blocking 
internally because they can support all ports to 
exchange data at line speed simultaneously. 

Each CrossPoint has a cache queue for 
buffering data frames, with a capacity equal to the 
size of the two longest data frames in the network. 
During data output, a round-robin algorithm is 
used to sequentially poll each CrossPoint under 
the same output port. When a data frame is present 
in the node's cache, the frame information is read 
and the data frame is output. The output 
scheduling process involves checking whether the 
output port is idle and whether the CrossPoint 
cache is readable when a data frame enters the 
CrossPoint cache. If the conditions are met, the 
round-robin scheduling algorithm is used to poll 
the destination port number that needs to be 
dequeued, and the data frame is output accordingly. 
After data output is complete, the output port is set 
to idle. 

IV. SIMULATION TEST RESULTS AND ANALYSIS 

The behavior between the End Systems, 
switches, and links in the TTEthernet simulation 
system implemented based on OPNET can be 
represented by the timing diagram shown in 
Figure 8. 

 
Figure 8.  TTEthernet Simulation System Timing Diagram 

After having sufficient initialization data 
support, the entire simulation network will 
continuously perform loop processes such as 
sending, forwarding, and creating and destroying 
data frames, data recording, error handling, etc. 
until the simulation is completed. After the 
simulation is executed, the network's statistical 



International Journal of Advanced Network, Monitoring and Controls      Volume 08, No.03, 2023 

63 

module will display the simulation test results, 
making it easier to evaluate the performance of the 
entire network.  

This article conducts simulation tests on the 
network topology shown in Figure 9. 

 
Figure 9.  TTEthernet topology 

The TTEthernet simulation test results require 
input of configuration information. Figure 10 
shows some of the configuration information 
during the simulation test process. 

 
Figure 10.  Simulation configuration information 

The initial amount of data obtained from each 
simulation is often very large, so the concept of 
time bucket is introduced to process the simulation 
data properly before presenting the final results. In 
OPNET's simulation data processing, one time 
bucket is often defined as one percent of the total 

simulation time, denoted as BT  in this article, and 

the following test results can be described 
accordingly. 

A. Throughput 

Assuming that the TTEthernet simulation 
system received n data frames within a certain 
time period, the throughput can be calculated 
using the following Equations. 
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n

tR  Represents the throughput value that the 

simulation system needs to record at time t; tL  

represents the total amount of data received by the 

current simulation system; nT  represents the 

simulation time when the system receives the 

message; iL  represents the length of the data 

frame received at time iT . The throughput of the 

TTEthernet simulation system obtained by this 
calculation method is shown in Figure 11, and 
from the test results, the throughput of the entire 
network is stable at around 70Mbps,indicating that 
the network model has good data transmission 
ability and can meet the needs of most application 
scenarios. 

 
Figure 11.  Throughput of TTEthernet simulation system 
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B. End-to-End Delay 

End-to-End Delay refers to the total time it 
takes to send data from one network endpoint to 
another and receive confirmation. The key factors 
that affect end-to-end delay in the TTEthernet 
simulation system are as follows: 

1) Frame encapsulation delay; 

2) Cache size and the speed of data frames 
entering and leaving the cache;  

3) Queuing delay, which refers to the time it 
takes for data to be stored in the buffer queue of 
network devices such as routers or switches 
waiting for processing, and is related to network 
congestion and buffer size;  

4) Delay in scheduling policies executed by 
End Systems and switches;  

5) Port transmission rate, the time it takes for 
the transmitter to push the message onto the link;  

6) Link propagation rate, the transmission rate 
of messages on the cable;  

7) Delay in performing data frame verification;  

8) Interval for Switch polling of data frames;  

9) Delay in executing redundancy policies;  

10) Number of switches in the network, too 
many switches will increase the number of hops 
for data frames, and too few switches will cause 
internal congestion in the switches;  

11) Delay in the internal cache architecture. 

The TTEthernet simulation system will 
automatically simulate the above-mentioned delay. 
Therefore, after receiving a data frame, the 
formula for calculating the End-to-End Delay of 
the data frame is as follows: 

CN TFrameTFrameDelayEndtoEnd ..--   (9) 

In the formula, NTFrame.  represents the time 

when the receiving end receives the data frame, 

and CTFrame.  represents the time when the data 

frame is created. Therefore, after the simulation is 
completed, the End-to-End Delay of the three 
types of messages in the TTEthernet simulation 
system can be obtained as shown in Figure 12. 

 
Figure 12.  End-to-End Delay of three types of messages 

Due to the fact that time-triggered (TT) 
messages are scheduled and sent based on time 
windows and have the highest scheduling priority, 
the End-to-End delay of TT messages is the 
smallest among the three types of messages and 
the fluctuation of the delay curve is also relatively 
small. Best-Effort (BE) messages, as messages 
sent with best effort, have the lowest real-time 
performance and reliability, resulting in the largest 
fluctuation of the End-to-End Delay curve, which 
is slightly higher than that of RC messages in 
terms of numerical value. 

C. Packet Loss Rate 

The packet loss rate refers to the ratio of the 
number of lost data packets to the number of 
packets sent during transmission. The packet loss 
rate is related to configuration information such as 
packet length, packet transmission frequency, 
module queue size, and time window planning. 
The steps to calculate the packet loss rate in 
OPNET are: 

1) Define a variable PkCreate within the End 
System Model to record the total number of data 
frames generated by the data source; 

2) Define a variable PkSend to record the total 
number of data frames finally sent out from the 
model; 

3) The equation for calculating packet loss rate 
( LP ) is (10). 

 
PkCreate

PkSendPkCreate
PL


  (10) 
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However, during the simulation process, 
multiple data packets may be lost at the same time, 
and OPNET needs to use a time bucket mode for 
weighted averaging internally. Assuming that m 
packets are lost by a terminal system within one 
bucket time, the final equation for calculating the 
packet loss rate is (11). 
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In the equation,   BB10 TTTT  / . 

Based on the configuration information input 
into the TTEthernet simulation system, the packet 
loss rate of the TTEthernet simulation system can 
be obtained as shown in Figure 13. 

 
Figure 13.  Packet loss rates for three types of messages 

According to the simulation test results, the 
packet loss rate of time-triggered messages (TT 
messages) in the entire TTE network is almost 0, 
which means that the transmission of time-
triggered messages is very stable and reliable. This 
highly reliable transmission is critical for time-
triggered applications that require precise 
synchronization and determinism. In addition, the 
packet loss rate of RC messages and BE messages 
is also controlled below 1 in 10,000, which 
indicates that these two types of messages also 
have quite high transmission reliability and 
stability. 

These simulation results further verify the 
reliability and stability of the TTE network model, 
and provide strong support for its practical 
application. 

V. CONCLUSIONS 

This article focuses on simulating and modeling 
Time-Triggered Ethernet and conducting 
simulation testing and analysis of network 
performance based on OPNET. In the End System 
Model, the timeliness, determinacy, and reliability 
of time-triggered messages are ensured through 
time window-based scheduling and the strategy of 
three redundant networks. In the Switch Model, 
different exchange architectures are used as 
message channels for different types of messages 
to ensure the orderliness of various messages and 
reduce internal congestion in the Switch. In 
addition, this article also simulated and modeled 
the TTEthernet Model based on OPNET and 
analyzed the overall performance of the network 
through experimental data. 

Network simulation plays an important role in 
evaluating network design and optimizing network 
performance. Through network simulation, 
different network designs and solutions can be 
evaluated and tested before actual deployment, 
which can greatly save time and cost in design and 
deployment. It can also simulate various complex 
network topologies and environments, including 
different types of devices, protocols, and traffic 
volume. This allows network designers to fully 
understand the various possibilities and 
fundamental factors of network operation. 
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This article provides some reference 
suggestions for the future design of Time-
Triggered Ethernet, but there are still some aspects 
that can be improved in the methods proposed in 
this article. For example, on switches with more 
ports, the CrossBar switching architecture may no 
longer be the optimal choice, and it may be 
considered to use CLOS architecture or other 
architectures to optimize the message channels of 
switches in the future. 
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