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Abstract—This study offers a novel face recognition and 

classification method based on classifiers that use 

statistical local features. The use of ResNet has 

generated growing interest in a variety of areas of image 

processing and computer vision in recent years and 

demonstrated its usefulness in several applications, 

especially for facial image analysis, which includes tasks 

as varied as face detection, face recognition, facial 

expression analysis, demographic classification, etc. This 

paper is divided into two steps i.e. face recognition and 

classification. The first step in face recognition is 

automatic data cleansing which is done with the help of 

Multi-Task Cascaded Convolutional Neural Networks 

(MTCNNs) and face.evoLVe, followed by parameter 

changes in MTCNN to prevent dirty data. The authors 

next trained two models: Inception-ResNetV1, which 

had pre-trained weights, and Altered-ResNet (A-ResNet), 

which used Conv2d layers in ResNet for feature 

extraction and pooling and softmax layers for 

classifications. The authors use the best optimizer after 

comparing a number of them during the training phase, 

along with various combinations of batch and epoch. A-

ResNet, the top model overall, detects 86/104 Labelled 

Faces in the Wild (LFW) dataset images in 0.50 seconds. 

The proposed approach was evaluated and received an 

accuracy of 91.7%. Along with this, the system achieved 

a training accuracy of 98.53% and a testing accuracy of 

99.15% for masked face recognition. The proposed 

method exhibits competitive outcomes when measured 

against other cutting-edge algorithms and models. 

Finally, when it comes to why the suggested model is 

superior to ResNet, it may be because the A-ResNet is 

simpler thus it can perform at its best with little data, 

whereas deeper networks require higher data size. 

Keywords-Face Recognition; Face Imag; Local Binary 

Patterns; Labelled Faces In The Wild 

I. INTRODUCTION 

Although algorithms for face recognition and 
facial classification have been developed, effective 

face identification remains a significant problem 
for computer vision and pattern recognition 
researchers. The last decade has seen significant 
development because of advances in face 
modelling and analysis tools. Cons of traditional 
approaches include the need for identity 
verification in the digital environment becoming 
more critical, worries about public safety, the use 
of modelling techniques and face analysis in 
multimedia data management, and computer 
entertainment. Algorithms for accurate facial 
classification and facial recognition have grown 
quickly in the last ten years. Performance in a 
number of face recognition technology sectors is 
always improving, and it's important to note that 
current applications place new requirements on 
future development such as data security measures 
include using biometrics, encryption keys, 
passwords, and several other techniques. To 
communicate identities and facilitate social 
interactions, the human face is essential. Due to its 
potential applications in both law enforcement and 
non-law enforcement organisations, biometric 
facial recognition technology has attracted a lot of 
attention in recent years. Due to its non-contact 
process, face recognition has distinct advantages 
over other biometrics systems that use fingerprints, 
palm prints, and iris recognition. Without touching 
the subject, images can be captured from a 
distance and used to create a face. Identification 
doesn't need getting to know the person. 
Additionally, recognisable facial images can be 
gathered and stored to help with future 
identification. In this section, the problem is 
divided into several parts such as: 

 Classification: Throughout the 
classification phase, comparisons between 
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the facial image and images from the 
database are made. 

 Feature Extraction: The most valuable and 
distinguishing features of the facial image 
are extracted during the feature extraction 
stage. 

 Face Representation: Face representation 
outlines the modelling process for faces and 
establishes the methodologies used for 
future face detection and recognition. 

The following is the paper. The studies 
pertinent to the suggested strategy have been 
discussed in section 2. The study's mathematical 
foundation is given in section 3. The proposed 
study is contrasted with several algorithms based 
on various factors in section 4. The empirical 
study part, which describes and processes datasets, 
is developed in section 5. The outcomes of the 
suggested approach are detailed in section 6, and 
section 7 of the study includes some conclusions 
and suggestions for further work. 

II. LITERATURE REVIEW 

The studies that used the LFW dataset or the 
techniques for face recognition fall into one of two 
categories with the suggested strategy. 

A. LFW Dataset 

Several studies have been published such as the 
LFW benchmark's upper bound for naive-deep 
face recognition has been studied by Zhou et al. 
[1]. They started by looking into how data 
distribution and size have an impact on system 
performance. They use a variety of cutting-edge 
approaches that have been developed in earlier 
literature to describe their findings when they have 
a sizable training dataset. They summarised their 
findings by stating that classification, feature 
extraction, and face detection are the three primary 
issues that need to be resolved in order to improve 
face recognition.. The data is biased and the false 
positive rate is relatively low. Iqbal et al. [2] have 
investigated face detection using angularly 
discriminative features and Deep Learning (DL). 
To reduce model errors, they have been suggested 
in classification strategies. On the LFW dataset, 
they ultimately obtained 99.77% accuracy. 
Balaban [3] has suggested cutting-edge DL and 

facial recognition. To benchmark these systems, 
the authors have emphasised the need for larger 
and more challenging public datasets. The joint 
identification for DL face representation was 
suggested by Sun et al. [4]. By using DL and both 
face recognition and verification signals, they 
demonstrate in this study that it is possible to do so 
successfully. On the LFW dataset, supervised face 
verification accuracy of 99% was achieved. Table 
1 lists the accuracy that the aforementioned 
investigations were able to obtain. 

TABLE I.  ACCURACY ACHIEVED 

Study Accuracy (%) 

Zhou et al. [1] 99.50% 

Iqbal et al. [2] 96.40% 

Balaban [3] 99.63% 
Sun et al. [4] 67% 

B. General: Face recognition and classification 

Several studies have been published such as a 
computational framework for brain-inspired face 
recognition has been put out by Chowdhury et al. 
[5]. This work presents a novel idea for an ideal 
computational model of facial recognition 
software that incorporates both engineering 
counterparts of these cues from earlier studies and 
signals from the distributed face recognition 
mechanism of the brain. They discovered that 
accuracy decreased on average by 4%. In their 
study on face identification, Mao et al. [6]V 
employed a deep residual pooling network. They 
provide a complete learning architecture for 
recognising textures that integrates the CNN 
model's prior residual pooling layer for effective 
feature transfer. According to their claims, the 
dataset is randomly split into 60% for training and 
40% for testing. Deep fair models for complex 
data labelling in graphs and explainable face 
recognition for Local Binary Pattern (LBP) have 
been developed by Franco et al. [7]. Their model's 
accuracy increased by 5%. In the future, they plan 
to extend their research to a wider variety of 
architectures and datasets, providing new 
information and guidelines on how to build more 
equitable models for challenging input data. An 
LBP face recognition survey system was proposed 
by Kortli et al. [8]. The strategies based on local, 
holistic (subspace) and hybrid characteristics are 
highlighted in this paper's summary of recent 
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research on 2D and 3D face recognition systems. 
Additionally, they asserted that they have 
compared the processing speed, complexity, 
discrimination, and resilience of numerous 
approaches. Utilizing a super-wide regression 
network, Liu et al [9] have investigated and 
researched unsupervised cross-database facial 
expression identification. In this study, they 
provide a Special Super Wide Regression Network 
(SWiRN) model that serves as the regression 
parameter to connect the original feature space and 
label space. 

III. EMPIRICAL STUDY 

The dataset description and dataset 
preprocessing will be covered in this part. 

A. Dataset Description and Pre-Processing 

A face image library called Labeled Faces in 
the Wild (LFW) was developed to study the issue 
of unrestricted face identification [10]. This 
database was created and is kept up to date by 
researchers at the University of Massachusetts, 
Amherst. 13,233 images of 5,749 people from the 
internet were recognised and centred using the 
Viola-Jones face detector. 1,680 of the people in 
the dataset had two or more different images. Four 
sets of LFW images and three different types of 
"aligned" images are included in the original 
database. The researchers found that for the 
majority of face verification techniques, deep-
funnelled images performed better than alternative 
image formats. The dataset offered here is 
therefore the deep-funnelled form. 

Since the 1970s, face recognition has been the 
subject of extensive research. To extract the faces 
from an input image that contains many faces, face 
detection is typically used by face recognition 
systems. A low-dimensional representation (or 
embedding) is produced and acquired after 
preprocessing each face. It is necessary to have a 
low-dimensional representation for effective 
classification. Face identification is challenging 
since faces are not solid objects and images might 
be taken from different perspectives. Face 
representations must be impervious to 
intrapersonal image fluctuations like those caused 
by age, expression, and style while yet being able 

to distinguish between interpersonal image 
variations between people. The preprocessed and 
enhanced input images are as follows: 

 They are scaled to fall between [0, 1]. 

 The images are subjected to shearing 
alteration. 

 To make the model more robust, various 
areas of the image are zoomed in. 

 Each image is then horizontally flipped. 

B. Methodology 

The technique is broken down into two sections 
in this section: general methodology and the 
suggested model design. 

C. General Methodology 

The broad methodology primarily consists of 
two things: 

1) Face position. The authors begin by using 
face.evoLVe.PyTorch and MTCNN [11] for 
automatic face alignment. Figure 1 depicts the 
architecture of the deep cascaded multi-task 
framework that MTCNN proposes to improve 
ResNet's performance on face alignment by 
utilising their intrinsic correlation. 

 

Figure 1.  MTCNN’s architecture: (a) P-Net (b) R-Net and (c) O-Net 
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However, the authors discover that even though 
MTCNN is quick, it occasionally makes mistakes 
and introduces erroneous data, such as in Figure 2, 
and these erroneous data will unquestionably have 
disastrous effects on model training. The authors 
then use the face-align tools from face.evoLVe to 
ultimately obtain accurate data. You may find this 
utility here [12]. This tool brings no dirty data but 
is around four times slower than MTCNN. 
However, the scientists are perplexed as to why 
MTCNN produces such incorrect results given that 
it is almost cutting edge. The face.evoLVe tool 
was created using the MTCNN. The authors 
evaluate a number of options, and the results 
demonstrate that when the default minim-window-
size is undefinable, MTCNN starts at 10x10 and 
has a propensity to obtain incorrect faces. 
Therefore, all results are positive once the authors 
set the minimum size at 40x40. 

 

Figure 2.  Examples of corrupt data from MTCNN 

2) Transforms. The authors performed 
additional preparations for the models' resilience 
after cleaning the data and aligning all the faces, 
and this work resulted in a 3-point improvement 
in test accuracy. The authors randomly modify the 
images after loading the data to enhance training. 
The authors experimented with a number of 
transforms, including Random-Color-Jitter, 
Random-Rotation, and Random-Horizontal-Flip. 
Finally, all of these transforms were chosen by the 
authors to increase the model's resilience. And 
due to the fact that LFW dataset take images 
under various lighting conditions, the Random-
Color Jitter accuracy increases by around 2 points. 

D. Model Architecture 

The limited scale of the data the authors have 
makes it difficult to train a model without over-
fitting. The authors believe that it is acceptable to 
fine-tune a model that has already been trained. 
The last levels must be created by the authors. The 
suggested model design primarily consists of two 
things: 

1) Pre-trained ResNet. The pre-trained weight that the 

authors download is a version of Google's FaceNet. The 

high-level model structure of FaceNet is depicted in Figure 

3 [13]. They apply triple loss and ultimately achieve 0.997 

accuracy at LWF. 

 

Figure 3.  FaceNet's high level model structure 

The first model, which was created to be 
improved upon by FaceNet, is tuned by the 
authors using Inception-ResNet [14]. Figure 4 
depicts the Inception-ResNet architecture. 

 

Figure 4.  Inception-ResNet 

2) Altered-ResNet (A-ResNet). The authors 
altered the final layers of the ResNet before 
testing which model performed best. According to 
the code snippet, the model has six final levels as 
shown in Figure 5. 

As a result, the authors wish to remove the 
layers after Conv2d, utilise some of 
their algorithms, and just update the final layers to 
include an additional 104 faces. This is because 
earlier levels contained the fundamental data 
necessary to recognise face traits and fundamental 
characteristics. In the modified model, the last 
linear, pooling, batchnorm, and sigmoid layers 
have been removed, leaving only a torch model. In 
order to leverage the features retrieved by Cov2d 
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layers, the authors then construct a final layer’s 
class with sample Flatten and Normalize layers. 
Figure 6 depicts the architecture in this manner. It 
can be called A-ResNet. The authors will train 
these two models and provide some details to 
determine the best in the following part. 

 

Figure 5.  Six-final layers 

 

Figure 6.  A-ResNet Architecture 

IV. MODEL IMPLEMENTATION 

The authors start the training phase after 
designing the model. Various epochs, batch sizes, 
learning rates, and models were tested in this 
section. 

A. Adam Optimizer 

In deep learning, the optimizer is crucial, and 
different optimizers can perform completely 
differently. As is well known, "Adam" is a highly 
effective optimizer, but should authors also utilise 
it in their work? Figure 7 displays the outcomes of 
the authors' testing of RMS-prop, another 
theoretically sound optimizer, in Tensorborad-X. 

 

Figure 7.  RMS tracking loss in TensorboradX 

It demonstrates that the loss of the RMS 
optimizer actually decreases very quickly in the 
initial stages, and finally converges at a value of 
roughly 4.5. However, Figure 8 illustrates how 
much better the Adam optimizer performs with the 
identical epochs and batch sizes of 32 and 128. 

 

Figure 8.  Adam tracking loss in TensorboradX 

B. Epoch and Batch Size 

The findings on Inception-ResNet that the 
authors obtain after selecting various epoch and 
batch size combinations are shown in Table 2. 
More batch size typically results in improved 
performance, as shown in Table 2, although 
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sometimes more epochs are required to minimise 
the loss. For example, 256 batch size performs 
worse than 128 batch size in 24 epochs before 
improving in 32 epochs. Finally, the ResNet 
achieves 82 true positives at 24 epochs, 128 batch 
size, and highest performance. The authors can 
quickly select a few combinations for A-ResNet 
using Table 2, and the outcomes are given in Table 
3. 

TABLE II.  RECORDS OF COMBINATION FOR RESNET 

Epochs Batch size True Positive Train FPS 

10 16 20 426.4 

24 16 25 421.7 

24 32 40 278.6 

24 64 74 151.2 

32 64 70 160.7 

24 128 79 148.9 

32 128 76 232.4 

24 256 69 182.5 

32 256 76 192.8 

64 256 75 154.3 

TABLE III.  RECORDS OF COMBINATION FOR A-RESNET 

Epochs Batch size True Positive Train FPS 

24 64 70 151.9 

24 128 81 170.4 

32 128 85 254.4 

32 256 76 209.8 

64 256 76 194.3 

 

Fortunately, the A-ResNet outperforms ResNet 
at its peak performance of 24 epochs, 128 batch 
size, and 81 true positives. The authors are 
therefore pleased to declare that A-ResNet has 
won this combination with 10 more ture-positives. 
The least loss for ResNet during training is 
approximately 0.27, whereas the minimum loss for 
A-ResNet is approximately 3.8. This likely 
indicates that ResNet is constructed more 
intelligently in order to track and minimise the loss. 

V. RESULT ANALYSIS  

Because the authors used face.evoLVe to 
analyse face images during the training phase, 
employing this tool during the testing phase would 
be cumbersome. As a result, the authors turned to 
MTCNN, and by adjusting its parameters, it rarely 
detected incorrect images. The authors loaded the 
top A-ResNet model, and Table 4 lists the results 
of the face-recognition test. Face recognition takes 
roughly 0.46 seconds per image, and the top A-
ResNet model achieves an accuracy of 82.7%. Not 
bad. But as seen in Table 5, this outcome is slower 
than ResNet. 

TABLE IV.  RESULTS FOR A-RESNET 

Metrics Value 

Accuracy 0.9169230769230769 

Time 50s 

TABLE V.  RESULTS FOR RESNET 

Metrics Value 

Accuracy 0.7884615384615384 

Time 38s 

 

As a result of the authors' testing of ResNet and 
hand-modified A-ResNet, all of which were based 
on pretrained weights, A-ResNet ultimately 
emerged as the winner in terms of accuracy. The 
Adam optimizer is used by the authors since it 
minimises loss the best. For the best model, face 
recognition accuracy is 91.7% and it takes 0.50 
seconds per image.  

A. Face Recognition under Different Resolutions 

The outcomes of face recognition for a number 
of low-resolution input images are covered in this 
section. Table 6 displays the identification rates 
utilising our created database LFW and a rotating 
head around the camera. As image resolution 
improves, the identification rate rises. Additionally, 
a key element in determining recognition accuracy 
is the quantity of images in the database. Table 7 
shows that the findings demonstrate that as the 
input images' pixel count increases, so does the 
recognition accuracy. Identification accuracy is 
strong even when the camera is surrounded by a 
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moving head. This is because when the head is 
angled toward the camera, the cropped face image 
is aligned before being recognised, increasing 
recognition precision. 

TABLE VI.  RECOGNITION RATE BASED ON LFW DATABASE 

Recognition 
Correct 

Times 

Wrong 

Times 

Correct 

Image 

Accuracy 

Incorrect 

Image 

Accuracy 

At 15 pixels 84 20 80.76% 19.24% 

At 20 pixels 86 18 82.69% 17.31% 

At 30 pixels 88 16 84.61% 15.39% 

At 35 pixels 90 14 86.53% 13.47% 

At 45 pixels 92 12 88.46% 11.54% 

TABLE VII.  RECOGNITION RATE BASED ON LFW DATABASE 

Recognition at 

45 px 

Correct 

Times 

Wrong 

Times 

Correct 

Image 

Accuracy 

Incorrect 

Image 

Accuracy 

Front facing 87 17 83.65% 16.35% 

Facing 30’ Right 89 15 85.57% 14.43% 

Facing 30’ Left 91 13 87.50% 12.5% 

B. Masked Face Recognition 

Even with the high number of epochs and steps 
in each epoch, the system performed with a testing 
set accuracy of 99.15% and a training set accuracy 
of 98.35%, proving that the model was not overfit 
(75 epochs of 276 steps). The A-ResNet's accuracy 
suggests that determining whether a face is 
wearing a mask is an easy problem to solve. The 
mask recognition model is not the most 
challenging aspect of the system, as has been 
discovered in earlier research on the subject. The 
real challenge is finding the locations of hidden 
faces in images. The authors classified the faces by 
using the A-ResNet and the Haar Cascade facial 
recognition system. The model worked well, 
according to the authors' manual examination of 
group images. Since the Haar Cascade approach 
required unique parameters for each image, this 
system is not automated, but it serves as a proof-
of-concept for the model's ability to function with 
real-time input. Figures 9 (a and b) findings 
demonstrate that only actual faces are detected, 
and each face is correctly identified. Each 
classification is also accurate. Given that the 
model can classify each image in as little as 200 
milliseconds and that the Haar Cascade technique 

can operate in real-time on a video stream, it is 
clear that once a facial detector is made 
autonomous, the model itself might be used to 
process real-time, on-the-fly data. 

 

Figure 9.  System fully utilised to identify (a) faces and (b) face masks 

VI. CONCLUSIONS 

In this paper, the viability and utility of using 
high-order local patterns for face recognition and 
identification are examined. The experimental 
results show that, in comparison to other existing 
feature representation strategies, the suggested 
approach provides an efficient and cost-effective 
means of encoding facial features with strong 
discriminative ability. In this study, despite the 
model's outstanding accuracy results, the authors 
still have certain questions they want to answer. 
For instance, the face-verification function is too 
sluggish to verify all images and names; the 
authors speculate that this is because their 
algorithm is O(n2), and they write too much code 
to transfer data between the GPU and CPU, which 
takes time. And according to the authors, using a 
B+ tree or another data structure would be able to 
speed up the search process while also preventing 
the need to move data from one device to another. 
Additionally, even though the model performs 
admirably on the LFW-dataset, for actual 
industrial need, faces are occasionally very small, 
slanted, and only have side faces, similar to 
surveillance films. Perhaps the authors will need to 
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create a 3D model of faces and employ other skills 
to avoid overfitting, such as knowledge distillation, 
in order to identify faces in these settings. In 
conclusion, there is still a lot of room to adapt this 
work to a particular situation. Because it is less 
complicated, more computationally valuable, and 
simpler than other algorithms, the method is 
thought to be effective.  
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