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Abstract—Under the scenario of moving target tracking 

is very important in the fields of computer vision and 

research direction, its purpose is to give computer vision, 

double eye for simulation of the human visual 

information processing and information feedback 

process, in the process of the research can obtain the 

target trajectory information and provide related data 

for target tracking, The relevant research results of 

target tracking have been successfully developed in 

many fields such as human-computer interaction, 

security monitoring, intelligent monitoring and face 

recognition. However in the scene moving target 

vulnerable to disorder interference, light, shade, and 

scale complex situations, such as the change of the 

apparent dynamic change in the process of movement 

target, research can achieve different scenario stable 

tracking method has important research significance 

and engineering related events in the field of value, the 

existing popular nuclear-related filter tracking 

algorithm was improved, To solve the problem of 

occlusion and multi-scale change of tracking target, a 

new tracking algorithm based on multi-feature and 

multi-scale anti-occlusion is proposed by using kernel 

correlation filtering method. 

Keywords-Target: Tracking Kernel; Correlation Filter; 

Fusion Feature; Multi-Scale; Kalman Filter 

I. RESEARCH BACKGROUND AND SIGNIFICANCE 

Moving object tracking technology has nearly 
20 years of research history, the research content 
of this technology mainly involves moving object 
detection and extraction, moving object tracking, 
moving object recognition, moving object 
behavior analysis and solution and many other 
aspects, is an important branch of computer vision 
research. During this period, with the development 
of computer communication technology, 
computing technology and information technology, 
as well as the continuous updating of computer 

hardware including image processing hardware, 
moving target tracking technology has also been 
rapidly developed, and the research results of 
related technologies have been widely used. 

Basic theories such as recognition and artificial 
intelligence are in turn the focus of these 
theoretical research. Moving target tracking 
technology was initially applied in video 
surveillance system, and then it has been widely 
developed and applied in practical fields such as 
national defense, intelligent robot, intelligent 
traffic command and so on. 

Moving target tracking as the digital image 
processing and computer vision a hot research 
field in the human production and life of great 
economic benefit and application value, has been 
attracted a large number of scholars to research, 
this paper selected topic in the application 
background of intelligent video surveillance, 
focused on analysis of the dynamic tracking 
targets in the scene change shade and multiscale 
problems. 

The main research content is to realize tracking 
of moving target in dynamic background. By 
extracting the histogram of direction gradient and 
histogram of Lab color space in target information 
features, the features of the two are fused. Mainly 
involved in the process of texture feature 
extraction of target, the target tracking algorithm 
implementation and tracking the results of the 
training classifier and is used to determine the 
target location of several core modules, designed 
to take advantage of tracking algorithms have been 
tracking results, and then give a complete target 



International Journal of Advanced Network, Monitoring and Controls      Volume 07, No.03, 2022  

2 

mobile state information, determine the goal of 
tracking, complete experimental analysis. 

II. ALGORITHM OF KERNEL CORRELATION 

FILTER 

There are two kinds of target tracking 
algorithms: generative algorithm and discriminant 
algorithm. The kernel correlator algorithm belongs 
to the latter, which is similar to the principle of 
discriminant algorithm. In its realization principle, 
classifiers are replaced by filters to judge the 
position of the tracking target. The positive-
negative Sample method is still used in the 
training of classifier, that is, the training method of 
Positive and Negative samples. The target region 
is generally regarded as a positive sample and the 
area around the target as a negative sample. The 
closer the location in the image is to the target, the 
more likely the area around it is to be a positive 
sample. 

A.  Characteristics of kernel correlation filter 

algorithm 

1) The circular matrix is cyclically shifted in 
the area around the tracking target, positive and 
negative samples are collected, and the ridge 
regression method is used to train the filter. Since 
the cyclic matrix can be diagonalized by the 
Fourier transform matrix, the method of obtaining 
the cyclic matrix is simplified by the Hadamard 
product of the vector (the dot product calculation 
of the elements in the vector), and at the same 
time the speed and real-time performance of the 
algorithm is improved by the simplification of the 
operation. 

2) The kernel function can be used to map 
ridge regression in vector space to non-vector 
space. If we want to solve the duality problem or 
conventional constraints in non-vector space, we 
can also simplify the operation process by using 
the property that the cyclic matrix can be 
diagonalized by Fourier transform matrix. 

3) Compared with single-channel features 
(such as grayscale features), kernel correlation 
filter can adopt features with multiple gradients 
and histogram channels such as HOG, or color 
features with three channels such as RGB and 
HSV, which provides a method for the algorithm 
in this section to integrate multi-channel features. 

Two mathematical models are used in kernel 
correlation filter algorithm. 

B.  Implementation process of kernel correlation 

filter algorithm 

1) Select the position of the target to be 
tracked in the first frame of the video sequence, 
and the selected rectangular frame area will be 
enlarged by 2.5 times, and the size of the area will 
be recorded as M * N. 

2) Perform cosine weighting operation on the 
rectangular box of the framed target position, and 
then calculate the HOG feature operator to obtain 
the HOG feature graph of n-dimension. Each 
dimension that makes up the feature is treated as a 
sample with an input of size m*n, and the sample 
is denoted x1, x2, x3... XN. 

3) Two-dimensional Gaussian function is used 
to generate label matrix Y, whose size is 
consistent with sample M *N. 

4) Use the nonlinear regression mode (1) 
mentioned above to calculate k xx, HOG feature 
is used as input, and a non-linear regressor is 
trained as shown in (1): 

 
xx

y

k






 (1) 

In the next frame of the video sequence, an 
area with the size of M * N is extracted from the 
position where the target appears in the previous 
frame as the sample for cosine weighting, and 
then the HOG feature map and each dimension is 
denoted as Z1, Z2, Z3, Z4... ZN is taken as the 
sample input, and the kernel matrix element Kz of 
the test sample and training sample in the kernel 
space is obtained by using formula (2). Then the 
elements together form the kernel matrix Kz, (3), 
and K xz is obtained, which is the first row of the 
matrix Kz transpose matrix. 

 ( ) ( )z

ij i jk z x   (2) 

 2 ( ) ( )Tk x z   (3) 

5) The following formula (4) is used to obtain 
the response matrix under the Fourier domain, 
and then the response matrix F (z) is obtained 
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through the inverse Fourier transform, as shown 
in Formula (4) : 

 ( ) xzf Z k a  (4) 

6) The position of the maximum response 
value is found in the response matrix 𝐹 (𝑧). If the 
response value of one position in the matrix is 
greater than the response value of all other 
positions in the response matrix, then this position 
is the position of the target in the current frame. 
However, if the situation is reversed, you can take 
additional steps (such as re-performing a global 
search match) to retrieve a target region, and then 
start again from step (1). 

7) The following steps are mainly to update 
the model, extract samples from the newly found 
target location, and then repeat the four operations 
from Step 2 to Step 5. For the current frame, the 
model is denoted as, then the model used in the 
next frame can be obtained by interpolation 
operation between the model of the current frame 
and the model calculated at the beginning, as 
shown in Formula (5) : 

  (1 ) 'new olaa m m     (5) 

8) HERE, M represents the learning rate, and 
the value is between 0 and 1, indicating the 
influence degree of the previous model on the 
current model. If the value is too large or too 
small, tracking failure will be caused. 

III. MULTI-SCALE ANTI-OCCLUSION TARGET 

TRACKING ALGORITHM BASED ON KERNEL 

CORRELATION FILTER 

The algorithm designed in this paper is mainly 
divided into two modules, the tracker target 
detection and initialization module and the tracker 
model update module. The detailed realization 
principle of the algorithm and the intermediate 
results in the realization process are shown in 
Figure 1.  

The first module is the main process by video 
each frame and calibration in each frame to track 
the target track box information to extract the 
feature information of the target image fusion 
(HOG + Lab color features) and choose target in a 
box near the center of the sampling, a model is 

obtained by training, this model can calculate the 
response value of pixels in each position the image. 
At the same time, the kalman filter is initialized 
when the first frame of the video is played, and the 
motion information of the target to be tracked is 
counted from the first frame of the video, so that 
the location of the target to be obscured can be 
determined by using the predicted target position 
information when the occlusion of the tracking 
target occurs. 

The main process of the second module is to 
judge whether the position of the tracking frame of 
the previous frame is abnormal, such as out of 
bounds, when the video sequence is about to play 
the next frame. If so, adjust the position of the 
tracking rectangle. At the same time detection 
originally target tracking box size (scale) is 
changed, if there is no change, in the previous 
frame samples near the target, operated by the 
trained model related to the image, save the 
response value of each sample point pixel, the 
highest response values and meet the threshold 
condition of a given location is the center of the 
target at this time. Then calculate the total peak 
value of the target location tracking box through a 
specific function. Then originally set scale step 
length, here have the effect of multiple, size of 
rectangular box and scale values to zoom in and 
out, get two dimensions, one large and one small 
calculation of total peak area two scales 
respectively, then and started to get before the 
peak size comparison, select out the peak has the 
largest scale, Finally, the position of the target 
tracking frame of this frame is adjusted by the 
scale and the target center position obtained 
previously, and then the model is trained and 
updated for relevant operations between the 
sampling position and the image in the next frame. 

A.  The steps of HOG feature extraction are as 

follows 

The core of HOG feature is to construct the 
contour information of the tracking target through 
histogram on the computationally intensive local 
range. For image I (x, y), the realization idea of 
the algorithm in this paper to extract the HOG 
feature of the tracking target is as follows: 
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1) In order to reduce the influence of 
illumination mutation, environmental change and 
other factors, image information needs to be 
normalized, such as the normalized Gamma space 
and color space. Proper compression of images 
can effectively cope with environmental changes 
such as illumination and partial area shadow. In 
addition, in order to improve the real-time 
performance of the algorithm in this paper, color 
images are generally transformed into gray 
images for processing. 

2) Calculate the first step degree of the image. 
The first-order derivative operation can not only 
weaken the ray mutation interference, but also 
capture the contour information of the tracking 
target and the texture information of the image. 
The gradient direction corresponding to the 
gradient is calculated as shown in Formula . 

3) Perform gradient projection on cells. This 
reduces sensitivity to changes in the appearance 
of the tracking target. This step extracts 
information from the local image. Before 
obtaining the final feature, the image needs to be 
divided into several cells, and then the histogram 
of direction gradient of pixels in each cell is 
counted and accumulated, so as to obtain the final 
feature information through mapping. 

4) Normalize all cells in the block. Usually the 
cells in the image are shared over multiple 
different blocks, and because the normalization 
operation is performed on different blocks, the 
results of each operation will be different. The 
interference factor can be further compressed by 
normalizing the cell. 

5) Collect HOG features. HOG feature is 
extracted from all overlapped blocks in the image 
to be recognized, and they are combined into the 
final feature vector for recognition. 

In this paper, PCA-HOG features with 
dimensionality reduction through principal 
component analysis (PCA) are used to extract 
target features. If the resolution of the image in the 
target region is 100*100, then the target image has 
a total of 10,000 feature vectors, which is a great 
burden to the algorithm processing. Therefore, 
PCA dimensionality reduction method is adopted 
to minimize the number of feature vectors 
representing target features and improve the 
performance of the algorithm. 

B.  Lab color model 

Lab Color model is a color model published by 
CIE (International Commission on Illumination) 
in 1976. One of the characteristics of this model is 
that it has nothing to do with the color display 
ability of the device image. The appearance of Lab 
just makes up for the deficiency that RGB and 
CMYK color models previously appeared must 
depend on the color characteristics of the device. 
In addition, compared with RGB and CMYK 
models, one of the biggest characteristics of Lab 
model is that the color range it represents is the 
widest, so RGB and CMYK models can be 
converted to Lab model. 

The Lab color space is shown in Figure 1, with 
three channels L, A and B in total. Luminance of 
CHANNEL L changes from green to red in the 
direction from negative to positive in channel A, 
and from blue to yellow in the direction from 
negative to positive in channel B. 

 

Figure 1. Lab model 

Because Lab model has nothing to do with the 
color display ability of equipment, it has a lot of 
applications in color image retrieval. In addition, if 
you want to retain a wide range of color gamut 
and full color after image processing, the image 
can be processed using Lab color model, and 
finally converted into RGB model (for display) or 
CMYK model (for printing) for output according 
to demand. This processing method can make the 
image after processing can try to use more rich 
and high-quality color output. 

To sum up, as a feature, the Lab color model 
has high sensitivity to color, but low sensitivity to 
deformation and motion blur, which can be 
applied to tracking targets when deformation and 
motion occur. 
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C.  Hanning window and the method of combining 

the above two characteristics 

The kernel correlation filtering algorithm uses 
Fourier transform, which is often used in time 
domain and frequency domain conversion. When 
measuring and calculating digital signals 
(including images) of infinite length, it is not 
possible to analyze the whole signal, but rather the 
limited content extracted from the signal. In the 
process of signal interception, if the current signal 
is a one-dimensional sinusoidal signal, if the 
period of the interception part of the signal is not a 
positive multiple of the period of the sinusoidal 
function, then the intercepted signal will be 
discontinuous on the signal graph, so this 
interception is called aperiodic interception. It will 
cause the spectrum of the signal to leak, which is 
mainly manifested as "trailing" phenomenon in the 
spectrum. This leakage can be reduced by adding 
window functions. In order to illustrate the 
phenomenon of spectrum leakage and the effect of 
window function to reduce spectrum leakage more 
vividly, the spectrum diagram of Cameraman 
images in the digital image standard test set is 
used to demonstrate. 

As shown in Figure 2, the image on the right is 
the spectrum of the image on the left. As can be 
seen from the image, there is a thin white line 
along the vertical axis of the spectrum, which is 
actually caused by spectrum leakage. As 
mentioned earlier, when limited interception is 
performed for digital signal analysis, spectrum 
leakage will occur if the interception is aperiodic. 
The mood Conditions are generalized to two-
dimensional signals, when using Fourier transform 
x direction of target sampling sample cycle 
continuation and continuation, y direction cycle 
from the point of figure 3, vehicle traffic on the 
roof of the sky is bright, but driving wheels of the 
road is darker, the corresponding spectrum 
produced gray mutation in the y direction, The 
white line in the y direction appears on the 
spectrum. Observing the longitudinal edge, the 
gray level change is not very large, so the white 
line in the X direction is not very obvious, which 
also indicates that the spectrum leakage in the X 
direction is not very obvious. But in general, the 

presence of white lines represents a leak in the 
image spectrum. 

 
Figure 2. Car2 image and other spectra 

 
Figure 3. Results and spectra of transverse and longitudinal cyclic 

assignments of Fourier transforms  

To solve this problem, this demo uses a cosine 
window (a window function) to solve the problem 
of spectrum leakage. The effect of the image with 
the cosine window is shown in Figure 4, and the 
change of spectrum is shown in Figure 5. After the 
cosine window is added to the image, the 
phenomenon of spectrum leakage along the Y-axis 
is not so obvious (the white line becomes lighter), 
and the energy in the spectrum diagram is more 
concentrated and clear than before. However, it 
should be emphasized here that the window 
function can only reduce the spectrum leakage and 
will not make the spectrum leakage disappear. 

 
Figure 4. Display effect of Car2 image with cosine window 
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Figure 5. Image spectrum changes after Car2 image plus window 

To sum up, the function of cosine window is to 
enhance the judgment of sample collection in the 
training model of KCF algorithm, and avoid the 
phenomenon of training wrong models due to the 
inaccurate samples collected by cyclic shift. 

D.  Multiscale introduction and application in 

this algorithm 

Scale space theory: observing the form of any 
object in daily life, there is a certain measurement 
standard, this measurement standard is called scale. 
The measurement of the scale of an object can be 
understood from many aspects. The weight of an 
object can be described in terms of "kilogram", 
"ton" and "kilogram", and the size of an object can 
be described in terms of "meter", "kilometer", 
"millimeter" or even "nanometer". When 
analyzing the unknown scene with machine vision 
technology, the computer does not know the 
appropriate scale of the target to be tracked in the 
image in advance. Therefore, it is necessary to 
consider the use of appropriate multi-scale image 
description method (that is, image description at 
all scales) to obtain the best scale of the object of 
interest. The invariance of scale should be 
maintained while obtaining the optimal scale, 
which means that at different scales, the tracked 
targets all have the same characteristic key points, 
so the same key points can be detected for 
matching for image input of different scales. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A.  Experimental data set and development 

environment Settings 

In the experiment, the OTB-100 dataset was 
used, which is a set of image sequences 
specifically used for target tracking algorithms. 
The entire dataset consists of 100 folders. Each 
folder contains a video frame sequence set and a 

tracking target actual position reference text 
groundtruth_rect. TXT which records the location 
of the target actual tracking frame when the video 
frame sequence is played. 

In the experiment of the algorithm in this paper, 
46 video frame sequences are extracted from the 
data set to test the algorithm in this paper. These 
video frame sequences contain various challenges 
in target tracking, such as scale change, target 
occlusion, background interference and so on. The 
programming language of the algorithm in this 
paper is C++, which is implemented on Visual 
Studio 2017 software integrating Opencv3.4.1 and 
opencv-contrib development libraries. At first, the 
algorithm needs to read the actual tracking frame 
position determined by the target in the first frame 
from the reference document of the target position 
in the video sequence, and then depends on the 
algorithm to determine the tracking frame position 
of the target in the video frame. The threshold of 
occlusion judgment was initially set as 0.25, and 
the experimental platform was windows10 
operating system with Intel i5-6200u 2.40ghz 
processor. It has 8GB of ram and 2GB of separate 
video memory. A C++ program generated by 
static Release compilation can run at a maximum 
frame rate of 94fps. 

The above 46 video frame sequences were used 
to test the algorithm in this paper and the tracking 
algorithm of the same type as the algorithm in this 
paper. The tracking effect and performance curve 
generated by the algorithm were qualitatively and 
quantitatively analyzed by Visual Tracker 
Benchmark. It is realized by matlab programming 
language. In order to integrate the algorithm into 
the benchmark tool, the executable file of the 
algorithm is generated by using the static 
compilation mode of Release under Visual Studio 
tools, and then copied to the specified folder. Use 
MATLAB language to write call interface file, 
using DOS command to call the executable file, 
other algorithm implementation program files are 
also added to the specified folder. Set the video 
sequence and tracking algorithm to be traced in 
the configuration file. After that, the rectangle-
frame tracking and performance curve drawing 
functions are executed to describe the rectangle-
frame tracking effects of different algorithms and 
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the tracking performance curves of different 
algorithms. 

B.  Qualitative comparison with other tracking 

algorithms 

Due to the large number of video sequences 
used for testing, there are 46 sequences in total, so 
four of the most challenging tracking sequences 
are selected, namely singer1, Singer2, blurFace 
and Freeman4, which respectively contain 
deformation, lighting change, blur, fast movement 
and chaotic background. In the case of out-of-
plane rotation and other tracking challenges, the 
tracking effects of selected and compared tracking 
algorithms on these 10 sequences are analyzed and 
compared. At the same time, six filtering tracking 
algorithms are selected and compared with 
MulitpleKCF algorithm in this paper, which are 
CXT, KCF, Struck, CSK, DSST and STC 
algorithms. 

TABLE I.  CHALLENGES IN DIFFERENT VIDEO SEQUENCES 

 
 

As shown in Table 1, different tracking 
challenges in 4 video sequences are presented. If 
there are corresponding challenge attributes, they 

are marked as √, and if there are not, they are 

marked as ×. The tracking effects drawn by this 

algorithm and other algorithms using Visual 
Tracker Benchmark tool in these 5 video 
sequences are shown and analyzed below 

 
Figure 6. Tracking effect of target in Freeman4 sequence 

 
Figure 7. Tracking effect of target in singer1 sequence 

 
Figure 8. Tracking effect of target in singer2 sequence 

 
Figure 9. Target tracking effect in the blurFace video sequence 

C.  The accuracy and success rate of the tracking 

algorithm are evaluated 

Accuracy chart: The center position error is one 
of the evaluation criteria to measure the accuracy 
of the tracking algorithm. It refers to the Euclidean 
distance between the real position of the target 
calibrated manually and the center position of the 
rectangular frame obtained by the target tracking 
algorithm. For each frame used to track the video 
sequence, assume that the center coordinate of the 
position rectangular frame calibrated manually is 
(x,y), and the center target of the target position 
rectangular frame determined by the tracker is (z, 
W), for this frame 

The center position of is calculated by formula 
(6) 
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 2 2( ) ( )x y z w      (6) 

Success rate chart: Another algorithm standard 
to measure the accuracy of the algorithm is the 
boundary box overlap rate. The calculation 
formula of the boundary box overlap rate S is 
shown in (7): 

 
G T

G T

R R
S

R R
  (7) 

OPE a traditional tracking algorithm 
evaluation method, is adopted in this paper. The 
accuracy and accuracy curves are drawn for the 
rectangular box position results of 46 video 
sequences selected by different algorithms after 
tracking, and the overall accuracy maps and 
accuracy maps of different tracking algorithms are 
obtained. 

 
Figure 10. Shows the success rate and accuracy of all video sequences 

evaluated using OPE 

 
Figure 11. Success rate and accuracy of OPE evaluation under target 

deformation 

 
Figure 12. Success rate and accuracy of OPE evaluation under varying 

lighting conditions 

 
Figure 13. Success rate and accuracy of OPE evaluation in motion blur 

case 

 

 
Figure 14. Graph of success rate and accuracy evaluated using OPE in the 

case of fast movement 

 
Figure 15. Success rate and accuracy of OPE evaluation in cluttered 

background 

 
Figure 16. Success rate and accuracy of OPE evaluation for out-of-plane 

rotation 

 
Figure 17. Success rate and accuracy of OPE evaluation for in-plane 

rotation 
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By observing and comparing the above curves 
of performance of different algorithms under 
different tracking challenges. Performance curves 
can be analyzed from two perspectives: First, 
whether it is the success rate or accuracy curve 
graph of the overall video sequence or individual 
challenges, it can be seen from the meaning of the 
horizontal and vertical coordinate parameters and 
the performance curve legend corresponding to the 
tracking algorithm: As the abscissa threshold 
changes, the curve positions of the proposed 
algorithm are all above those of other filtering 
algorithms, and its tracking accuracy and success 
rate are better than those of other algorithms. 

In addition, for each success rate graph or curve, 
in the upper right corner, in addition to the legend 
corresponding to the algorithm to represent the 
ranking, there are also their corresponding success 
rate value or accuracy value, the calculation 
method has been mentioned in the beginning of 
this section, so it will not be repeated here. 
According to the statistics of all the success charts, 
in different tracking challenges, the success rate of 
the first ranking tracking algorithm (the algorithm 
in this paper) is generally 1%-30% higher than 
that of the second ranking tracking algorithm. In 
some tracking challenges, such as in-plane rotation, 
occlusion, Scale variation even reaches 34.2%, 
42%, and 62.4% respectively; For all the accuracy 
graphs, the tracking algorithm ranked first was 
generally 1%-20% more accurate than the tracking 
algorithm ranked second under different tracking 
challenges. 

V. SUMMARY 

From the above two points of view to analyze 
the curves of various challenges, it can be 
concluded that the algorithm proposed in this 
paper is better than other filtering algorithms 
compared with it in the success rate and accuracy 
of two performance indicators. 
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Abstract—The needs of the chip are growing on a daily 

basis as extremely large size integrated circuits evolve 

fast. As a result, the network-on-chip (NoC) was 

suggested and successfully developed to address the issue 

of communication on-chip. Current research focuses on 

NoC topology and routing algorithms that have a 

substantial influence on network performance. Because 

low power is a priority, the Mesh-of-Tree (MoT) 

architecture is preferable. However, certain MoT 

routers may perform extensive communication activities, 

which means they consume more power and are more 

likely to become hotspots. To improve power 

consumption, we presented a Simpler Mesh-of-Tree 

(SMoT) architecture based on MoT in this study. We 

also suggested a path-wise routing scheme for the 

Internet of Things, which takes into account both 

network traffic and the shortest path between two points. 

By altering the direction of data forwarding to reduce 

network latency, our methodology spreads 

communication over the whole network. When 

compared to MoT, our suggested strategy can lower 

network power consumption by 5.39% -23.3% while also 

reducing network latency by 4.23%–27.28%. 

Keywords-Noc; Low Power; Routing Scheme 

I. INTRODUCTION 

Because of its increased efficiency and the 
ongoing expansion in the number of computational 
and storage blocks integrated in a single chip, NoC 
has become the trend of high-performance 
microprocessors. Many studies are now focusing 
on NoC design, including topology and routing 
strategy. Mesh, cmesh, torus, and MoT [1] are 
some of the topologies that have been proposed. 
Mesh has gotten the most attention because of its 
lower node degree. However, due of its larger 
diameter, it has a higher power consumption. 

 Root, stem, and leaf routers are used in the 
MoT architecture, which has a smaller diameter 
and lower node degree. Root routers may perform 
intensive communication activities on the Internet 
of Things, which means they use more power and 
are more likely to become hotspots. We proposed 
the SMoT topology in this study, which would 
diminish this phenomenon while reducing power 
usage. We also suggested a path-wise routing 
method for SMoT, which spreads communication 
around the network by altering packet forwarding 
direction to reduce network latency. 

II. RELATED WORK 

Several recent studies have aimed to create a 
network with low latency and low power 
consumption. Node-Router Decoupling was 
suggested by Chen et al., who used power-gating 
techniques to reduce power consumption [2]. 
Ghosal, Prasun, and colleagues proposed a Level-2 
Mesh topology with two tiers of linkages, one for 
long-distance communication and the other for 
short-distance communication [3]. When 
compared to 3D FMT, Viswanathan designed a 
revolutionary 3D structure with a 75 percent 
reduction in the number of vertical links [4]. 

To minimize network latency, Koibuchi et al. 
created random shortcuts by supplementing 
conventional topologies with random links [5]. By 
delivering packets through less crowded routers, 
Ebrahimi et al. presented an adaptive routing 
algorithm [6]. To decrease power dissipation, Ezz-
Eldin et al. introduced a low leakage power switch 
using power supply gating and adaptive virtual 
channel technique [7]. 
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III. MOTIVATION 

One of the most fundamental restrictions in 
NoC designs is power consumption. The linked 
network of an MIT Raw processor with 16 PEs 
consumes 36 percent of the total power 
consumption. The Tera-scale chip was created by 
Intel, and its associated power usage accounted for 
40% of the total power consumption. As a result, 
NoC has a high-power efficiency. Meanwhile, as 
process technology advances, communication 
between cores will become a constraint in further 
improving performance. Take the Intel Single-
Chip Cloud Computer for example (SCC). Each 
SCC chip has 48 Pentium processors that were 
coupled by a 46 mesh. It takes at most 10 hops to 
send a packet from the source to its target node.  

As a result, we presented a more power 
efficient SMoT architecture in this study. We also 
proposed a path-wise routing method for SMoT to 
address the requirement for reduced network 
latency. Our approach allowed us to reduce the 
cost of communication, including electricity and 
latency. 

IV. ARCHITECTURE OF THE SIMPLER MESH-OF-

TREE 

There are three types of routers in the MoT 
topology: root, stem, and leaf. Row or column 
routers are the stem routers. Two cores, one row 
router, and one column router are connected by 
each leaf router. Until the final level stem routers 
join the root routers, the stem routers are 
structured in a binarytree-like design.  

  

(a) 

 

(b) 

Figure 1. (a): 32-core MoT (1:leaf, 2:stem, 3:root); (b): 32-core SMoT 

Based on the original design depicted in Figure 
1(a), we proposed the SMoT, which uses 
connections instead of root routers to minimize 
power consumption and latency. For starters, when 
a network's traffic increases, root routers can 
quickly become hotspots. The average link use of 
root and other routers is shown in Figure 2(a). 
Because other routers have more ports than root 
routers, packets that arrive at a particular router 
might pick an appropriate port to be received or 
sent, or just wait for a while in the buffers. 
Furthermore, if a significant number of cores are 
merged, the number of root routers will increase. 
Figure 2(b) depicts the root routers' growth as the 
number of cores grows.  

 
(a) 

 
(b) 

Figure 2. (a) The average link use of root and other routers; (b) Depicts 

the root routers' growth 
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V. PATH-WISE SCHEME  

For SMoT, we describe a path-wise routing 
strategy. When a packet arrives at a leaf router, 
calculate the congestion coefficient for each 
neighboring router, which shows the traffic 
surrounding this router, and select the next hop 
from the shortest path with the lowest congestion 
coefficient. This method can minimize network 
congestion while also providing the shortest path.  

In our approach, different routing strategies are 
applied to the leaf and stem routers, and a few 
fundamental parameters are required. The number 
of row routers that a packet passes through on its 
way from the current node to the destination is 
represented by Δx, while the number of column 
routers that a packet passes through on its way 
from the current node to the destination is 
represented by Δy. In a M*N MoT structure (M 
and N denote the number of rows and columns 
respectively), we also employ a simpler addressing 
method. 

 
(a) 

 
(b) 

Figure 3. (a) The address for a core; (b) The address for a leaf router 

The following is the procedure of the proposed 
algorithm for leaf routers: 

Step1: Packet input. 

Step2: Compute the optimal port for packet 
output. 

Step2.1: Calculate the value of Δx and Δy: 

 _ __ _row addr row addrx Des addr Src addr    

 _ __ _col addr col addry Des addr Src addr    

Step2.2: If Δx≠0 and Δy≠0, which indicates the 
source and destination nodes are in separate rows 
and columns, choose one neighbor router as the 
output: 

Step2.2.1: Compute the feasibility P1 and P2 
that a packet is sent to the router in the next row or 
column: 


lg

1

lg2

a orithm

a orithm

x P
P

x y P

 

  

 


lg

2

lg2

a orithm

a orithm

y P
P

x y P

 

  

 

Where Palgorithm denotes the total number of 
pathways between a packet's source and 
destination node, in our proposed SmoT model, 
Palgorithm is set to 2. 

Step2.2.2: Calculate the congestion coefficient 
for neighbor routers other than the one where the 
packet was sent, using the equation below: 

 1 2_ _

2

out out

i i

Buf SIZE Buf SIZE
Con P


   

Where Coni is the produced congestion 
coefficient, Pi denotes the probability that a packet 
is sent to the row router or column router, i=1, 2; 
Buf_SIZEout1 and Buf_SIZEout2 reflect the 
number of available buffers in the current output 
port as well as the number of available buffers in 
the next available output port. 

Step2.2.3: Choose a router with the optimal 
Coni as the output stop for the packet, along with 
its output port. 

Step2.3: If Δx=0 and Δy≠0, which indicates the 
source and destination nodes are in identical rows, 
identify the relevant output port for the row router 
as the next stop. 

Step2.4: If Δx≠0 and Δy=0, which indicates the 
source and destination nodes are in identical 
columns, identify the relevant output port for the 
row router as the next stop. 

Step2.5: If Δx=0 and Δy=0, which indicates the 
source and destination nodes belong to a single 
router, if Core_id=0, forward the incoming packet 
to L_Core; if Core_id=1, forward the incoming 
packet to R_Core. 
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Step2.6: When two or more packets fight for 
the same output port, the packet with the larger 
number of hops wins. 

 
Figure 4. The flow diagram of routing algorithm for leaf routers 

Step3: Forward the packet via the determined 
output port. 

Meanwhile, the algorithm for l-th stem routers 
is presented in Figure 4. Specifically, when a 
packet comes in, compute the target router in level 
l. if the present router’s location is not the same as 

the address of the target router, select  (l+1)-th 
router or l-th neighbor one as the next stop, with 
the condition of  current router’s level. If not, 
calculate the address of the target router in level l-
1, forward the packet to L_Router or R_Router 
based on the target router. 

VI. EXPERIMENT AND EVALUATION 

A.  Experimental setup 

In this section, we choose two metrics to 
evaluate the performance of SMoT, i.e., the power 
consumption and network latency. These two 
metrics are well adopted in previous works. 

In the evaluation of performance, power 
consumption is a significant factor. It will be 
meaningful if we can lower it while obtain 
comparable performance. Overall, the power 
comsumption is computed as follows: 

_ dynamic staticNetwork power P P  

The time it takes for a packet to travel from its 
source to its destination is known as network 
latency in NoC. One of the primary performance 
concerns we utilize here is the average latency. 

_ _ / _Network latency Total Cycles Total Flits 

B.  The experimental environment 

We conduct experiments with the Gem5 
simulator, which is a public well-known platform. 
We choose the PARSEC dataset for evaluation 
following the the common practice in prior stuides. 
To be concrete, the details of experimental setup is 
depicted in Table 1. 

TABLE I.  ENVIRONMENTAL SETUP 

Processor configuration 

CPU_TYPE Timing Timing 

CPU_NUMS 16 64 

NoC configuration 

TOPOLOGY Mesh MoT SMoT 

SCHEDULING_POLICY xy routing scheme 
deterministic 

routing scheme 

path-wise routing 

scheme 

BENCHMARK PARSEC PARSEC PARSEC 
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C.  Experimental results 

The network power comparison is presented in 
Figures 5(a) and 5(b). As is observed, our 
proposed SMoT has apparently gained lower 
power consumption. Specifically, it reduces the 
power consumption by 5.39%-23.3% compared to 
the original MoT. We argue this is mainly due to 
two fundamental factors. On one hand, leveraging 
short paths between the subnets is able to decrease 
the number of hotspots, since most routers hold 
more ports compared to the root ones, packets 
would obtain more choices for paths. On the other 
hand, the power consumption is directly reduced 
with less routers. 

 
(a) 

 

 
(b) 

Figure 5. (a): Network power for 16 cores;  (b): Network power for 64 

cores 

 
Meanwhile, the results of network latency is 

shown in Figures 6(a) and 6(b). It is noticed that 
the network latency of the proposed SMoT was 
decreased by 4.23%–27.28% than a typical MoT. 
We believe the reason is that the path-wise scheme 
improves the network efficiency and further 
decreases the latency caused by large number of 
hop counts. 

 

 
(a) 

 

 
(b) 

Figure 6. (a): Network latency for 16 cores, (b): Network latency for 64 

cores 

Overall, the above experimental results verify 
that the proposed algorithm obtains less power 
consumption and lower network latency while 
maintaining better performance compared to 
previous studies. On one hand, leveraging short 
paths between the subnets is able to decrease the 
number of hotspots, since most routers hold more 
ports compared to the root ones, packets would 
obtain more choices for paths. On the other hand, 
the power consumption is directly reduced with 
less routers. 

VII. CONCLUSIONS 

The architecture design plays an important role 
in the performance of NoC applications. In this 
work, we propose a SMoT architecture along with 
a path-wise scheme which takes into account both 
network topology and the congestion coefficient. 
Experimental results demonstrate that our 
proposed model obtains better performance while 
reducing the power consumption and network 
latency effectively and efficiently. 
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Abstract—Fault diagnosis IETM is a digital technical 

manual which integrates editing, management, display 

and publication and faces the field of fault diagnosis. In 

its development process, there are some problems such 

as complex data management and difficult interaction. 

The successful application of XML technology becomes 

the key to solve these problems. In this paper, based on 

S1000D IETM development standard, the main 

characteristics of XML and its related technologies are 

first introduced, and then the application of XML and 

its related technologies in fault diagnosis IETM is 

analyzed and studied, including the creation of fault 

information data module, the display control of fault 

information and the comprehensive management of data. 

A conversion method between XML document data and 

database data is proposed, and the design process of 

fault diagnosis IETM based on XML is discussed. 

Finally, a fault diagnosis IETM display system based on 

XML is preliminarily developed by combining the 

related technologies mentioned above. Experiments 

show that XML technology can effectively manage the 

information in fault diagnosis IETM and display it to 

users in an interactive way, which has important 

theoretical value and certain practical significance for 

developing fault diagnosis IETM and exploring the 

deeper application of XML in IETM. 

Keywords-XML; S1000D; Data Module; Fault 

Diagnosis; IETM 

I. INTRODUCTION  

Interactive electronic technical manual (IETM) 
is a digital technical manual made according to the 

standard digital format and in the form of text, 
graphics, tables, audio and video [1], which 
provides fault diagnosis, maintenance and other 
functions for weapon equipment or civil 
equipment through human-computer interaction 
[2]. Fault diagnosis IETM is an integrated IETM 
system focusing on the field of equipment fault 
diagnosis. The most basic work of IETM is to 
process technical data. How to manage a large 
amount of data information? How to use the stored 
information for fault diagnosis? How to use 
information to complete the interaction with users? 
The effective solution of these problems is the key 
to develop fault diagnosis IETM. In the common 
technical framework of IETM shown in Figure 1, 
XML and its related technologies account for a 
large proportion. It can be seen that XML 
technology plays a very important role in IETM 
development. This paper takes the above three 
problems as the background and according to the 
international standard S1000D standard as the 
IETM standard to describe the application of XML 
in fault diagnosis IETM, including using XML to 
create fault information data module, displaying 
control equipment fault information and using 
XML to build IETM database. It systematically 
expounds the relationship between XML 
Technology and fault diagnosis IETM, so as to 
provide solutions and ideas for the above problems. 
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Figure 1.  Technical framework commonly used by IETM

II. SUMMARY OF XML AND ITS RELATED 

TECHNOLOGIES 

A. Summary of XML Technology 

Extensible markup language (XML) [3-5] is a 
meta markup language. It is an effective tool 
designed to transmit and store data depending on 
some rules and applications. It is flexible, simple 
and easy to expand. Users can use any tag to 
define XML instance document [6]. An XML 
instance document contains elements and 
attributes. The document body has three parts: 
preface, body and end, which are respectively 
composed of multiple element nodes. Each 
element node has its own attributes and can 
expand child nodes. The writing of XML 
document is essentially to organize each element 
node reasonably. XML integrates data reuse, data 
display separation, scalability, syntax freedom and 
structured integrated data. It has unique 
advantages in data storage and management, 
powerful super connection, cross platform, cross 
network, cross program language data description, 
efficient organization of a large amount of data 
and so on. Of course, XML also has some 
disadvantages. For example, it allows users to 
develop tags with different rules according to 
needs. Although it makes the search easier and 
flexible, it also increases the complexity of 
documents, and the same data will occupy more 
space than stored in other style databases [7]. 
Therefore, when applying XML to IETM, we 
should take comprehensive consideration and 
reasonably define tags. 

B. Overview of XML constraint rules 

XML documents need to follow several basic 
rules when editing, including having and only one 
root element node; If each element node has a start 
tag, it must have an end tag; Each element node 
should be reasonably contained in the parent 
element and cannot be cross referenced; In order 
to make the creation of an element meaningful, the 
attribute of an element cannot be empty. In 
addition to the basic rules that need to be followed, 
when creating XML documents, appropriate 
schemas should be selected to describe and restrict 
their document structure. For this purpose, XML 
provides two schemas: document type definition 
(DTD) and XML schema. DTD [8] is a set of 
syntax rules about markers. It defines the logical 
structure of the document and specifies the 
elements, entities, attributes of elements and the 
relationship between elements and entities used in 
the document. XML schema [9] is the successor of 
DTD. It improves the shortcomings of DTD, such 
as non-extensibility, non-compliance with XML 
syntax, non-support for namespace applications, 
support for a few simple data types, etc. XML 
schema is the standard schema recommended by 
W3C at present, and is gradually becoming the 
mainstream schema of XML description and 
binding document structure. The analysis and 
comparison of the two are shown in Table І. 
Through the analysis and comparison of the two, 
XML schema itself provides a more standardized 
and complete mechanism to restrict an XML file 
than DTD, which has obvious advantages. 
Therefore, in the description process, this paper 
selects XML scheme schema to describe and 
restrict the XML document structure. 
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TABLE I.  TABLE TYPE STYLES 

Technical model Main advantages and disadvantages  

DTD 

DTD comes from and is a subset of SGML. It 

is the standard before schema and an important 

part of XML1.0. Its definition is a specific 
application domain. It is mainly used for 

validation and good form verification. The main 

advantage of DTD is that it can quickly determine 
whether a document is valid by using a parser to 

match regular expressions and data patterns in the 

document. Its main disadvantages are that it uses 
non-XML syntax, requires special processing 

tools, and does not support various data types and 

spatial mechanisms. DTD cannot introduce other 
DTDs, and its scalability is poor. 

XML Schema 

XML Schema is the standard recommended by 
W3C at present. It introduces data type and 

namespace, supports internal reference of schema, 

has good expansibility, can be converted between 
different schemas through mapping, and has good 

data interchangeability. For this trend, this 

schema will replace DTD and be used to define 
rules for XML documents in all types of network 

applications. Its main advantage is that the 

schema itself is an XML document with good 
data scalability, consistency and accuracy. From 

the user's point of view, it has better simplicity, 

legibility and ease of use, better support for data 
exchange and stronger data binding. The main 

disadvantage of is that the schema cannot define 

entities like DTD, and it is more complicated than 
DTD. 

C. XML DOM overview 

XML DOM, fully known as XML document 
object model, is a standard model for XML 
documents. It defines the standards and methods 
of accessing and operating XML documents. XML 
DOM regards the whole XML document as a node 
tree, in which each component is defined as a node 
that can be accessed and processed. In the XML 
DOM node tree shown in Figure 2, each node is 
independent and related to each other. 

For example, when the user accesses the XML 
element and the attributes of any node in the XML 
document, the user can access the XML element 
or delete the attributes of any node through 
JavaScript. XML DOM is a powerful tool for 
users to operate XML documents. It can not only 
arbitrarily control the content of the whole XML 
document, which brings great flexibility to the 
development of fault diagnosis IETM, but also 
plays an important role in the integration and 
transformation between relational database and 
XML [10]. 

 

 

Figure 2.  XML DOM tree example 

III. XML IS APPLIED TO THE CREATION OF 

DATA MODULE 

A. Data Module 

IETM includes various technical information 
such as equipment function, performance, 
operation principle, program, operation, 
maintenance, detection, inspection, fault report 
and exception handling, disassembly procedure, 
assembly... Which need to be stored [10], and then 
display pictures, words and other information on 
the electronic screen for users to consult and 
browse [11]. S1000D standard stipulates that 
technical information is organized by data module 
(DM), which is the smallest information unit in 
IETM technical data. S1000D standard defines 13 
types of DM, as shown in figure 3, among which 8 
types of DM are commonly used. 
 

 

Figure 3.  Eight types of DM commonly used in S1000D standard 

What may be needed in fault diagnosis IETM 
include description information data module, 
maintenance step information module, fault 
information data module, maintenance plan data 
module, etc. The data module consists of two parts: 
Identification and status segment(IDSTATUS) and 
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Content segment(CONTENT). The Identification 
and status part is used to identify and control the 
data module, which is mainly used to identify and 
locate the data module. This part is invisible to the 
user. The data module code (DMC) and the 
version number of the data module constitute the 
unique identification of the data module, which is 
used to manage the data module in CSDB. The 
content part describes most of the information that 
users can view in the data module. This paper 
mainly takes the creation of fault information data 
module as an example to describe the role of XML 
in the creation of data module. 

B. Fault information data module 

The fault information data module is an 

information collection that gives specific fault 

finding and troubleshooting methods according to 

different fault causes during the design and use of 

the equipment. It is used to describe the 

phenomenon, cause, relevant information of fault 

parts, brief solutions or detailed fault isolation 

procedures. It is the main basis for the fault 

diagnosis IETM system to realize the fault 

diagnosis function. The fault information data 

module is divided into three parts: reference 

information, fault report information and fault 

isolation procedure. Among them, the fault report 

describes the fault content, fault isolation describes 

the troubleshooting of the fault, and the reference 

information is used to quote other technical data. 

The constituent elements of each part of the fault 

information data module are shown in Figure 4. 

 
Figure 4.  Structure diagram of fault information data module 

C. Creating fault information data module with 

XML 

In order to meet the principle of "Edit once, 
reuse" and avoid the uncertainty of user-defined 
labels, when creating the fault information data 
module, XML stipulates that there are specific 
element labels to describe the information of each 
part of the module, in which the fault report is 
divided into the following four categories: isolated 
faults described by element <ifault>; Detected 
faults described by element <dfault>; Observed 
faults described by element <ofault>; Associated 
faults described with element <cfault>. Fault 
isolation information describes the fault 
information and gives the basic steps of fault 
isolation, which is described by element <afi>. 
Fault isolation information includes various 
information elements describing fault isolation 
diagnosis. This part is the focus of studying 
equipment fault information model and the 
inevitable factor to improve the success rate of 
fault reasoning task [12]. The final generated data 
module is a complete XML file. Figure 5 shows 
the breakdown.xml of fault information data 
module document fragment. 

 
Figure 5.  Code snippets for XML documents 

When creating the fault information data 
module, this paper selects the XML scheme mode 
for breakdown Generate file breakdown.xsd, 
Figure 6 is the description form of fault 
information data module in schema mode. 



International Journal of Advanced Network, Monitoring and Controls     Volume 07, No.03, 2022 

20 

 

Figure 6.  Schema mode of fault information DM 

When using, you need to add a pattern 
reference to the header of the generated fault 
information data module: 
<xmlns:xsi="http://www.w3.org/2001/XMLSchem
ainstance"xsi:schemaLocation="http://www.w3sc
hools.com breakdown.xsd"> 

Because XML schema itself is an XML 
document, and the basic syntax rules of defining 
document structure through XML are consistent, 
the created data module can be shared and used in 
multiple IETM systems. 

IV. XML DISPLAY CONTROL FAULT 

INFORMATION 

The display control of fault information in 
XML mainly includes two parts. One part is the 
storage and query of fault information, that is, the 
information is classified and written into the XML 
document by using the tag, so that the fault 
information has certain structural relationships 
such as inclusion, connection and dependence 
through the element tag. At this time, the XML 
document will be modeled as an annotated 
diagram, which is actually a tree sequence, and 
each tree represents a document or element [13]. 
When making IETM system, data module code, 
information control code, information type and 
metadata information are written and stored in 
XML. For example, the creation of fault 
information data module is the process of 
information storage; Query is to find out the fault 
information that meets the needs of users in the 
data module, that is, the XML file set, according to 
the relevant fault query conditions submitted by 

users. Due to the increasing popularity of XML for 
data representation, people query XML mainly 
through keyword query [14], which needs to 
access the structural tags in XML to obtain the 
content. The other part is to provide technical 
support for the interactive fault diagnosis process 
by describing the fault reasoning process in the 
data module, and realize the information 
interaction by controlling the label of XML. In the 
whole process of XML display and control of fault 
information, it also involves the transformation 
with database.  

A. XML display style 

Because XML documents can customize labels, 
have no information to display data, and separate 
data from display styles, corresponding 
technologies are needed to display information to 
users. XML can be displayed using Cascading 
style sheet (CSS), Extensible style sheet language 
transformations (XSLT) and scripting language 
JavaScript. For the breakdown.xml in Chapter 2 
uses three methods as follows. 

1) Using CSS style sheets: Cascading style 
sheet (CSS) is a computer language used to 
represent file styles such as HTML or XML. It 
can not only modify the web page statically, but 
also format the elements of the web page 
dynamically with various scripting languages. 
There are two ways to use CSS to control the 
display format of XML. One is to directly use 
CSS style by embedding <html: style> in the 
XML document. You must first define the 
namespace of HTML like 
“http://www.w3.org/TR/REC-html40” before you 
can use the tags in HTML The syntax is shown in 
Figure 7. 

 
Figure 7.  XML document embedded CSS example 

The second is to break down the tags in the 
XML file CSS file. Some code examples of CSS 
file are as follows: 
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ifault {background-color: #ffffff;width: 100%;} 
Then link the CSS file to the XML file, so that 

the tags in the XML document can display with 
breakdown.css file. 

<?xml-stylesheet type="text/css" 
href="breakdown.css"?> 

Compared with the first method, this method is 
more flexible and convenient. It can not only 
apply CSS files to multiple XML documents, but 
also write the label styles of multiple XML 
documents in one CSS file to realize one-time 
generation and reuse. 

2) Using XSLT style sheets:  XSLT is a 
language used to transform one XML document 
into another XML document or other types of 
documents. The principle is to convert the XML 
file into a document that can be recognized by the 
browser, such as HTML, before the browser 
displays it. When using it, you need to generate 
breakdown.xsl file, The code fragment is shown 
in Figure 8. 

 
Figure 8.  Code snippets for XSLT documents 

And through the breakdown.xml add The 
following code: 

<? xml-stylesheet type="text/xsl" 
href="breakdown.xsl"?> 

reference XSLT style sheets to XML 
documents to work. Through breakdown.xsl file, 
you can choose to add elements and attributes to 
the output file, remove elements and attributes, 
rearrange and classify elements, test and hide or 
show which elements. 

3) Use JavaScript to dynamically display:  This 
method mainly uses the XMLHttpRequest object 
to parse the XML document into the XML DOM 
object, and then operate the DOM object through 
JavaScript to obtain the information in the XML 

document and display it. The specific method is to 
define a new XMLHttpRequest object through the 
xmlhttp = new xmlhttprequest() operation. When 
the system adopts the server centered B / S 
structure, the XMLHttpRequest object can be 
used to exchange data with the server in the 
background, and then send a request to the server 
using the open() and send() methods of the 
XMLHttpRequest object. The method is xmlhttp. 
open("GET","breakdown.xml",false);xmlhttp.sen
d(); "breakdown.xml" in the open () method is the 
address of the XML document on the server, and 
finally xmldoc = xmlhttp.responseXML; Use the 
responsexml attribute to return the XML 
document object. At this time, you can use 
JavaScript to manipulate the methods and 
attributes of the DOM node tree to check and 
parse the object. For example, x = xmldoc 
getElementsByTagName("ifault"); Locate the tag 
name in the XML document through the 
getElementsByTagName () method to obtain the 
content in the tag. 

In the above three methods, general XSLT is 
the preferred XML style sheet language, and its 
display control flow is shown in Figure 9. During 
display, the required data module and its 
corresponding XSLT style are sent to the reader 
for display, and the XSLT style written in a 
certain mode has certain universality and can be 
reused. 

 
Figure 9.  XML display control process 

B. XML oriented interactive fault reasoning 

mechanism 

The interactive fault reasoning mechanism can 
adjust the user's fault symptom input as the 
premise part of the diagnosis rules, and then match 
the knowledge base. If the matching is successful, 
the action part of the rules will be executed until 
the diagnosis conclusion is reached or the rule 
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base is exhausted. Or write the internal logical 
relationship of the question into the XML 
document, analyze, reason and judge the user's 
answer to the previous question to put forward the 
next question, and get the final diagnosis 
conclusion in this cycle. In the above two 
mechanisms, the diagnostic rules, knowledge base 
information and problems involved in reasoning 
can be described in the form of XML and 
displayed in the style in Chapter 3.1 when 
necessary.  

C. Relationship between XML and database 

There is a core concept in S1000D standard - 
common source database (CSDB). As a container 
for storing information and management 
information in IETM system, CSDB stores all the 
information required by the technical manual, 
including data modules. The data modules 
mentioned above are composed of XML 
documents, so that XML documents can be 
accessed through the database. At the same time, 
pictures, videos, audio and other data are also 
stored in the database, and the information in the 
database can be referenced in the XML document, 
Therefore, it is very important to select an 
appropriate mapping model from XML to 
database [15-16] to realize the mutual 
transformation between XML documents and 
database data. Using table mode, there are two 
main forms of conversion between XML 
document and database. 

1) The transformation from XML document to 
database:  parses the label in XML document into 
the form of table and inserts it into the database. 
Starting from the root node in XML document, 
take the label information as the attribute in the 
table until the last label in XML document is 
traversed. The attribute field definition of each tag 

in the database is shown in the table Ⅱ. To take 

the <breakdown> tag in the breakdown.xml 
document as an example. The XML document 
number starts from 1 and the tag number starts 
from 1. Then the fields in the <breakdown> tag 
corresponding table have XmlID = 1, LableID = 1, 
LabelName = "breakdown". At the same time, 
two tag types are defined in XML, one is the 
element tag element and the other is the attribute 
tag attribute. Here, breakdown is the element tag, 

so LabelType = "element". The tag does not 
contain text information, and LabelVal = null. 
Because < breakdown > is the root node, there are 
no parent tags, but only child tags, so LabelParent 
= 0 and LabelChild = 1. By analogy, in this way, 
the label data in the XML document is mapped to 
the data in the database for storage, and the 
information in the XML document can be 
obtained by accessing the table from the database. 

TABLE II.  LABEL ATTRIBUTE FIELD DEFINITION 

Attribute field Data type Field description 

XmlID Integer XML document ID of the tag 

LabelID Integer ID of the tag 

LabelName Varchar(30) The name of the label 

LabelType Varchar(30) Type of label 

LabelVal Varchar(255) Text information in label 

LabelParent Integer 
The ID of the label's parent 

label 

LabelChild Integer 
The ID of the child tag of this 

tag 

2) The mapping from database information to 
XML document: That can create an XML 
document for each table in the database, take the 
table name as the root node of the XML document, 
generate the sub elements under the root node 
with the information in the table in behavioral 
units, and a row of information is a sub element 
node, and then associate the fields in each row of 
information as the sub elements or attributes of 
the sub nodes, and the attributes of the fields as 
the attributes of the sub element labels. When 
XML schema is used to constrain the structure of 
XML document, it shall be consistent with the 
field type defined in the database. For example, if 
the data type of field x defined in the database 
table is integer, only numbers shall be used for the 
text of label <x> in XML document. In this way, a 
label node is generated in the XML document 
until the last field of the last row of information in 
the table. 

V. EVELOPMENT PROCESS AND APPLICATION 

IMPLEMENTATION OF IETM FOR FAULT 

DIAGNOSIS BASED ON XML 

XML can store data according to needs, 
transmit content in an interactive way, and provide 
the interface between data and external elements to 
operate data. It realizes the efficient storage and 
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sharing of information between different systems 
and reduces the development cost. Therefore, 
XML is the best choice for developing fault 
diagnosis IETM[17]. Taking the IETM in XML 
format generated from traditional paper documents 

as an example, from data storage to display to 
users, and then to fault diagnosis in an interactive 
way, the design flow of XML based fault 
diagnosis IETM is shown in Figure 10. 

 

Figure 10.   Design flow of fault diagnosis IETM based on XML 

Firstly, the fault information is analyzed from 
data storage to display, and it is allocated to the 
corresponding data module through XML editor 
according to the modular design idea. Then, the 
structure of each data module is described and 
constrained based on XML schema; Then, the 
XML document is stored in the database according 
to certain conversion rules; Finally, the display 
style sheet of XML document is written, and the 
data is retrieved and output to the browser 
according to the needs of users by converting it 
into HTML document. Figure 11 is an interactive 

fault diagnosis interface for users. In this interface, 
users can not only consult the displayed fault 
information for diagnosis, but also input fault 
information, complete the diagnosis by using the 
fault reasoning mechanism and diagnosis rules 
stored in the data module, and obtain the diagnosis 
results and relevant information through the above 
displayed process. The specific implementation 
methods of each part have been described in the 
previous chapters of this paper, and will not be 
described here. 

 
Figure 11.   Fault diagnosis interface
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VI. CONCLUSION 

XML technology provides an effective means 
for efficient storage, integration and sharing of 
data in fault diagnosis IETM. From the creation of 
fault information data module, to the management 
and display of fault information, to the association 
with database, XML covers almost every stage of 
IETM development. This paper systematically 
analyzes the application of XML technology in 
fault diagnosis IETM, and expounds the 
technologies involved in each application process 
in detail. By integrating these technologies, the 
preliminary display system of IETM for fault 
diagnosis is realized. The research shows the key 
role of XML technology in IETM development, 
which provides ideas for developing IETM based 
on XML in the new situation, and is of great 
significance to system development in the field of 
equipment maintenance and support and 
equipment fault diagnosis. At present, the research 
on XML technology and the implementation of the 
system are still in the initial stage, and the follow-
up work should consider the combination with 
other advanced technologies to further explore the 
deeper application of XML technology in fault 
diagnosis IETM. 
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Abstract—The traditional rain removal algorithm needs 

to optimize a large number of parameters, and it is only 

effective for rain of a specific shape, and the model 

generalization ability is poor. In recent years, the 

performance of rain removal methods based on deep 

learning is better than many traditional methods, but 

there are problems such as incomplete or excessive rain 

removal, and incomplete texture reconstruction of 

background details. This paper proposes a rain removal 

network based on generative confrontation, which 

connects the high and low frequency parts and 

integrates them into the model. At the same time, the 

attention mechanism cyclic neural network is 

organically combined, which can better preserve the 

background texture while removing rain. Theoretical 

can produce better rain streak removal with better color 

distortion. 

Keywords-Deep Learning; Generative Confrontation; 

High and Low Frequency; Attention Mechanism; 

Background Texture 

I. INTRODUCTION 

The network design motivation and method are 

briefly described as follows. The algorithm mainly 

includes three parts: frequency decomposition 

module, generator network [1], and discriminator 

network. These three parts will be introduced 

separately below. 

A.  Frequency decomposition module 

When training the mapping from rain images to 

no rain images directly on the entire image domain, 

the mapping range covers all possible pixel values, 

and the rain trace information and background 

information in the image will be highly aliased, 

making it difficult to combine the rain trace 

information with the background information. The 

information is accurately separated, causing the 

background information of the reconstructed 

image to be blurred, and there are still some rain 

marks left, and with the deepening of the network 

depth, the phenomenon of gradient disappearance 

may occur. Considering that almost all the 

information of rain marks exists in the 

high-frequency part of the image, the image with 

rain and the image without rain are decomposed 

into two parts: high-frequency layer and (detail 

layer) and low-frequency layer (base layer) 

respectively through guided filters, as shown in the 

formula: (1) and (2). Compared with the 

traditional bilateral filter, the use of the guided 

filter to decompose the image has the advantages 

of higher computational efficiency and stronger 

edge protection characteristics, and the guided 

filter is also more accurate in the processing of 

image details in terms of filtering effect. 
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 detbase ailX X X   

 detbase ailY Y Y   

Figure 1 shows an example of image frequency 

decomposition. It can be found by observation that 

the edge contour information and rain trace 

information of the image are preserved in the 

detail layer of the image with rain [2], while the 

base layer of the image with rain is similar to the 

base layer of the image without rain. , only there is 

a difference in the image detail layer. 

 

(a) Image with rain   (b) Image with rain   (c) Low frequency map of rain images   (d) High frequency map with rain 

Figure 1. Example of Frequency Decomposition 

It can be seen from the comparison results that 

the rain image is decomposed into high-frequency 

regions and low-frequency regions according to 

the frequency, and most of the rain marks exist in 

the high-frequency region. The low frequency map 

is integrated into the generator as an additional 

constraint for better results. The frequency 

decomposition module is shown in Figure 2. 

 

Figure 2. Frequency Decomposition Module 

B.  Generator network 

The generator network proposed in this paper is 

shown in Figure 4 and is mainly divided into four 

parts: (1) a convolutional layer receives the input 

image; (2) the combination of several residual 

blocks ResBlocks is used to extract deep feature 

information; (3)The recurrent unit adopts the long 

short-term memory unit LSTM, and this stage 

takes the output of the input and the state of the 

recurrent layer of the previous stage as the input; 

(4) A convolutional layer outputs the 

rain-removed result image. Represented by the 

following formula: 


0.5 1( , )t t

inx f x y   


1 0.5( , )t t t

recurrents f s x   

 ( ( ))t t

out resx f f s   
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Figure 3. The network structure of the generator 

● All convolution kernel size=3×3 and 

padding=1×1, and the activation function 

uses ReLU. In the whole process of the 

network, there is no up-sampling operation, 

and other settings of the convolution kernel 

are designed to keep the resolution of the 

feature map unchanged, and the restored 

clear image will not lose the details of the 

image content. The first convolution kernel 

consists of a Conv+ReLU; the residual 

block consists of 5 ResBlocks, each 

ResBlock consists of two Conv+ReLU and 

an attention mechanism module; the last 

convolution layer consists of a Conv, no 

activation function. 

● MSE loss: Calculates the output of the last 

stage (for example, the last optimization 

stage is T) and the MSE of the ground truth. 


2|| ||T gt

MSEL x x   

● Negative SSIM loss: Calculates the output 

of the last stage (such as the last 

optimization stage is T) and the ground 

truth SSIM. 

 SSIM ( , )T gtL SSIM x x   

C.  Discriminator network 

In the generative adversarial network [3], the 

generator is responsible for generating the 

corresponding data, the purpose is to "fool" the 

discriminator, the role of the discriminator is to 

judge whether the input data is real or generated, 

and the purpose is to find out the "fake data" 

generated by the generator. Through continuous 

training, the ability of the discriminator of the 

generator is getting stronger and stronger, and the 

final generator can better realize the corresponding 

network function. Generative adversarial networks 

have great potential because they can learn and 

simulate the distribution of any data. 

As mentioned above, although the network 

function is implemented by the generator, and 

only the generator is used in the testing process, 

the quality of the discriminator is crucial to the 

performance of the generator. If the discriminator 

is not set properly, after a small amount of training, 

the "fake data" generated by the generator is 

enough to make the fake data look real, and the 

discriminator cannot judge the real and fake data. 

At this time, although the generator's data is still 

"bad", due to the referee's standard is low, it is 

easy to produce "proud" mentality, and the 

performance cannot be further improved. 

In standard generative adversarial networks, the 

discriminator network distinguishes whether the 
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input image is a real image or a fake image 

generated by the generator by performing binary 

classification, and the generator is trained to 

generate a fake image to convince the 

discriminator that it is real. Whereas in relative 

generative adversarial networks, the discriminator 

is also trained to reduce the probability that a real 

image is real, and the discriminator estimates the 

probability that a real sample is more real than a 

fake one. 

II.  EXPERIMENTAL SETUP 

A.  Existing Synthetic Rain Image Datasets 

Since it is very difficult to obtain a large 

number of rain images and corresponding rain-free 

background images from the real world, this paper 

uses five commonly used synthetic benchmark 

rain image datasets [6], Rain100L, Rain100H, 

Rain800, Rain12600 and Rain12 to train and 

evaluate the proposed algorithm. Rain Network[4]. 

B.  Real Rain Image Datasets 

Internet-Data: Contains 149 real rainy images 

in total, and Figure 7 shows three typical real rainy 

scene images. 

C.  Production of scene-based depth rain image 

dataset 

Most of the existing synthetic rain image 

datasets and rain removal methods are 

implemented based on the rain image model of 

Equation (8): 

 ( ) ( ) ( )I x B x R x   

Where ( )B x  is the clean background image 

without rain, ( )R x  is the additional rain streak 

image, and ( )I x  is the composite rain streak 

image. In heavy rain conditions, where the 

accumulation of rain streaks can cause attenuation 

and scattering, the visibility is spatially different in 

the image, resulting in a fog or "veil" effect in the 

captured image, and when the depth of the scene 

varies greatly in the rain image, the visibility of 

objects will change with the scene depth of the 

image, distant objects are more visually occluded 

by fog, and when the rain is heavy, the occlusion 

effect is more obvious.  

This paper uses the depth information of the 

image to synthesize a rain data set that is more in 

line with the real rain scene based on the rain mark 

image designed in this paper and the construction 

site data set as the background [7]. The rain mark 

images provided in this paper take into account the 

information such as the density, direction, and 

scene depth of the rain marks [8]. A total of 400 

images of construction sites are selected for rain 

image synthesis. Each image uses the depth 

information and rain marks in different directions 

to generate 12 buildings. A total of 4800 images 

are synthesized for the rainy day images of the 

construction site, of which there are 4500 images 

in the training set and 300 images in the test set. 

This method makes the rainmarks of the synthetic 

images more diverse and provides a more realistic 

rain image dataset for training the rainmark 

removal network. 

D.  Evaluation indicators 

It is not objective and accurate to evaluate the 

quality of image restoration only through the 

visual perception of human eyes, because different 

human eyes have slightly different image 

resolution capabilities, which are greatly affected 

by subjective perception, and are also easily 

affected by external objective factors. Therefore, it 

is very important to use appropriate image 

evaluation indicators to accurately and objectively 

evaluate the effect of image rain streak removal. In 
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the field of image rain removal, researchers use 

data quantification of peak signal-to-noise ratio 

(PSNR) and structural similarity (SSIM) to 

measure the quality of image rain streak removal. 

PSNR and SSIM will be introduced separately 

below. 

PSNR is mainly aimed at the absolute error 

between the corresponding pixels, and it does not 

fully consider the visual characteristics of the 

human eye. Therefore, when evaluating the quality 

of image reconstruction, the evaluation results are 

usually inconsistent with human subjective visual 

perception. . Compared with PSNR, SSIM is more 

in line with the human eye's judgment of image 

quality in the measurement of image quality. 

In the image rain removal task, SSIM is an 

evaluation index used to measure the similarity 

between the restored rain-free image and the real 

rain-free image. The value range of SSIM is [0, 1]. 

The more similar the two images are, the closer 

the value of SSIM is to 1. 

E.  Experiment and result analysis 

Comparative Methods: The proposed rain 

removal method is compared with the traditional 

optimization method GMM, as well as the deep 

learning based methods JORDER and RESCAN. 

The GMM uses a pre-trained Gaussian mixture 

model as prior knowledge to decompose the image 

into background scenes and rain marks. JORDER 

mainly proposes a multi-task joint detection rain 

removal network. RESCAN utilizes atrous 

convolution and residual learning for step-by-step 

rain removal. 

In order to verify the effectiveness of the image 

rain removal method in this paper for image rain 

removal, this section verifies the effectiveness of 

the proposed method on a synthetic dataset 

through experiments, and compares it with GMM 

[9], JORDER, and RESCAN [10] for three 

representative images to remove rain. Algorithms 

were compared, and the experimental results were 

quantitatively analyzed using structural similarity 

(SSIM) and peak signal-to-noise ratio (PSNR) 

evaluation indicators. It can be seen from the table 

1 that the method in this paper has great 

advantages over other methods in both PSNR and 

SSIM indicators. 

Figure 4 shows the different rain removal 

results respectively. Among them, sub-image (a) is 

the image with rain, sub-image (b) is the real 

image without rain, sub-image (c) is the GMM 

rain removal result, sub-image (d) is the JORDER 

rain-removing result, and sub-image (e) The result 

of draining for RESCAN, the sub-figure (f) is the 

draining result of this paper. They are described in 

detail below. 

TABLE I.  COMPARISON OF EXPERIMENTAL RESULTS ON SYNTHETIC DATASETS 

Datasets GMM JORDER RESCAN Ours 

PSNR 25.9725 26.4012 28.7863 29.1035 

SSIM 0.9181 0.9246 0.9355 0.9661 

 

In Figure 4, the amount of rain in the original 

rain image (a) is light rain, and the detail 

information covered by the rain marks is less, so 

more details can be added when removing the rain 

mark information. Although GMM can remove 

most of the rain marks, the pixel details of the 

image after rain removal are blurred; JORDER 

leaves a small amount of rain marks and makes the 
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background image darker; RESCAN and the 

method in this paper are very thorough in 

removing the rain mark information and restoring 

the background. The effect of removing rain 

marks is better. 

 

   

(a) Rain map                     (b) Real background                    (c) GMM 

   

(d) JORDER                     (e) RESCAN                     (f) Method of this paper 

Figure 4. Visual comparison of the rain effect on the synthetic dataset Rain100H 

F.  Comparison on real rainy image datasets 

The network model of the algorithm in this 

paper is trained on the synthetic rainy day data 

set[5]. Therefore, in the comparison of the real 

rainy day result images of the following methods, 

we will judge from various aspects according to 

human subjective vision, and continue to use two 

of the deep learning algorithms (JORDER and 

RESCAN) used in the comparison of synthetic 

datasets. Compared with the synthetic data set, the 

real rainy day situation is more complex, which 

makes the image quality of the picture more 

diverse than the synthetic rainy day data set, and 

can better detect the generalization ability of the 

rain removal method. 

 

     
(a)                                      (b) 
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(c)                                   (d) 

Figure 5. (a) Real rain map (b) JORDER (c) RESCAN (d) This paper method 

The first image in Fig. 5 has less rainfall and 

residual rain marks in the results of JORDER and 

RESCAN. In the second image, there is a lot of 

rain and there is relatively large fog. It can be seen 

from the figure that a lot of rain marks remain in 

the results of JORDER, and many details in 

RESACAN are blurred. Relatively speaking, the 

method in this paper can still effectively remove 

the rain, and recover the rich texture background, 

which shows the effectiveness of the method in 

this paper in complex situations. 

III. SUMMARY AND OUTLOOK 

In this paper, some experimental attempts have 

been made to remove rain marks from a single 

image. Although some progress has been made, 

there are still some shortcomings, which need to 

be further optimized in future research work. 

Since objects may move in real life scenes, and 

ambient lighting and camera exposure parameters 

may change, it is nearly impossible to take a large 

number of photo pairs with and without rain in the 

same environment. Therefore, the rain removal 

algorithms based on deep learning are all trained 

on synthetic images. Most of the existing synthetic 

rain image datasets add rain marks of various 

shapes on the background image, but as the depth 

of the scene increases, the intensity of the rain 

marks decreases, and the occlusion effect of fog 

increases. If a more realistic rainmark dataset can 

be established, it will be of great help to improve 

the ability of the network to remove rainmarks. 

The scale of existing deep neural network 

parameters is basically more than hundreds of 

thousands. The increase of a large number of 

network parameters significantly improves the 

network feature extraction ability and improves its 

task ability. However, the huge network structure 

limits its storage space and computing resources, 

Porting on the platform. In order to expand the 

application scenarios of deep learning network so 

that it can complete corresponding functions on a 

variety of small platforms, we should use model 

compression methods to optimize it. On the 

premise of ensuring the performance of rain 

removal, we should further reduce the network 

scale and improve its operating efficiency. It is the 

direction of our next research. 

At present, the research ideas of model 

compression for deep learning networks are 

mainly divided into two categories: one is to 

compress the model through techniques such as 

quantization, pruning and knowledge distillation, 

and the other is to compact the original network by 

convolution operations. It can realize the functions 

of the original deep learning network with a small 

amount of calculation. 
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Abstract—After the completion of the process of 

industrialization in the world, a large number of 

electrified equipment appeared, people's daily life is also 

more and more dependent on electricity security, 

electricity consumption has risen sharply. At present, 

various lights driven by electricity play a crucial role in 

our daily life, which is also the main cause of electricity 

consumption. We often notice that even when the room 

is empty, or during the day, the lights are still on, which 

is a waste of electricity. The waste of power resources 

caused by traditional lighting equipment cannot be 

ignored. Therefore, intelligent home furnishing 

equipment is the favored object of people. So here for a 

kind of indoor lighting control system is designed, in 

order to meet the lighting needs on the basis of more 

humane, more importantly, can save power resources. 

With the rapid application of automation in daily life 

and the continuous development of computer technology, 

lighting control has become increasingly intelligent and 

automated. The control function of the system is 

realized by the STM32F103 chip, the illumination is 

automatically detected by the BH1750 module, and the 

time parameters are recorded and fed back by the 

DS3231 clock module. The infrared reflection sensor is 

used to detect whether there are people in the room. 

When there is no one, the light will be automatically 

turned off to save energy. If there are people, when the 

ambient light intensity is lower than the set value, the 

light will be automatically turned on to ensure the 

comfort of the ambient brightness. And can use OLED 

module real-time display indoor light intensity, number 

of people and working time. This indoor lighting control 

system can not only automatically turn on the light 

according to the environment, but also detect whether 

there is a human body in the current environment and 

turn on or off the light by itself, which has more 

practical significance. 

Keywords-Lighting Control; STM32; Lighting 

Adjustment; Sensor; Intelligent 

mailto:cokebjer@163.com
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I. INTRODUCTION 

Light consumption in daily life causes an 

unprecedented waste of electricity resources. 

Countries carry out research on this issue. Now, 

many products in the domestic market mainly use 

different step-down technologies to achieve 

energy saving, such as self-disaster transformers 

and magnetic saturation reactors, but these 

products have more or less problems. After the 

improvement, the equipment aging fast, 

eliminated products to the environment and other 

problems such as greater pollution. 

This paper compares the control principle and 

main function structure of some indoor lighting 

control system, describes in detail the hardware 

structure of the indoor lighting control system and 

the design and implementation of the control 

system, and carries on various debugging [1]. 

II. THE OVERALL DESIGN 

The traditional lighting control in China 

usually adopts manual control or timing control 

[2]. This method is time-consuming, inefficient, 

and will lead to a large degree of resource waste. 

The combination of camera monitoring and 

remote control greatly increases the cost of 

construction and will inevitably cause 

extravagance and waste of power resources [3]. 

Common domestic lighting control usually 

adopts some manual or timing control methods, 

such as the following common methods: 

1: The lighting system is controlled manually, 

and the lighting device in a certain area is turned 

on or off by manual patrol, which is 

time-consuming and labor-intensive; 

2: Use sound to control the lighting system, 

and use a sound sensor to judge whether the 

lighting device should be turned on. This method 

is inefficient, and all disturbances may cause the 

lighting device to work and cause a greater degree 

of resources waste; 

3: Use optics to control the lighting system, 

mainly to control the lighting device according to 

the brightness in a certain area, this method is 

similar to method 2. 

Although the traditional lighting device control 

methods have their own characteristics, they also 

have some shortcomings. Even some scenes with 

more lighting devices will be controlled by a 

combination of camera monitoring and remote 

control, which can indeed achieve better results, 

but this method greatly increases the cost of 

construction, and because this method is still 

manual Control, so it will inevitably still cause a 

lot of extravagance and waste of power resources 

[4]. 

In this paper, STM32F103 is used as the main 

control chip of the indoor light control system [4], 

and the design and implementation of the indoor 

light control system is carried out by combining 

DS3231, OLED, infrared detection and BH1750 

light intensity detection modules. The BH1750 

light intensity detection module detects the 

brightness of the current environment. DS3231 

clock module is to realize the real-time display of 

time and working time. TCRT5000 infrared 

reflection detection module realizes the function 

of human body induction [5]. By conducting 

infrared reflection induction in a specific area, it 

automatically controls the opening or closing of 

indoor light control system [6]. OLED reminds 

users of the current state of indoor lighting control 

systems. The system framework is shown in 

Figure.1 below. 
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Figure 1. System block diagram 

A.  System control chip 

In the indoor lighting control system, the 

position of the system control chip can be said to 

be very important [7], similar to the human brain, 

the instructions for the actions of each part of the 

body come from this. The control chip of the 

indoor lighting control system not only needs to 

control its own modules, but also needs to control 

some externally extended modules, so that the 

entire indoor lighting control system can operate 

[8]. 

Through the characteristics of 51 series, 32 

series, 15 series and other types of single-chip 

microcomputers, combined with the requirements 

of the indoor lighting control system, the selected 

control chip has the characteristics of high speed, 

low power consumption and anti-interference. In 

the design of this article, the selected control chip 

It is a STM32F103 single-chip microcomputer 

chip. For this single-chip microcomputer, all the 

above-mentioned features are possessed, and it 

has more advantages. STM32F103 is widely used 

in many smart home control systems such as rice 

cookers, washing machines, refrigerators, and air 

conditioners, especially in the application of 

simple or single-function small micro-control 

systems is very common. 

B.  Environmental testing unit 

   The processing of sensors and brightness in 

the indoor lighting control system is also not 

negligible [9-10]. In the design of the system in 

this paper, TCRT5000 is used to detect the human 

body in the current environment; BH1750 detects 

the brightness in the current environment in real 

time. 

For the TCRT5000 photoelectric sensor 

module, it is an infrared reflective photoelectric 

switch realized by the TCRT5000 infrared 

photoelectric sensor. For the sensor, it is 

composed of two parts, the first is an infrared 

photodiode, and the second is a high-sensitivity 

phototransistor [11]. The output control signal can 

be reshaped by Schmitt circuit, which is reliable, 

safe and reliable. The stability is very good. When 

in use, the built-in infrared emitting diode in the 

sensor will continuously emit infrared rays.  

When the intensity of the emitted infrared rays 

is low or there is no emission at all, then the 

photosensitive transistor will always be in an off 

state. At this time, the output terminal 

corresponding to the module will be in a low level 

state, and at the same time, for the indicator diode, 

it will always be in a extinguished state; if the 

detected object is in the detection range, then the 

infrared will be Is emitted back and has a greater 

intensity at the same time, then the phototransistor 

will be in a saturated state [12]. At this time, the 

output terminal corresponding to the module is in 

a high-level state, and the indicator diode will be 

lit. 
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Figure 2. Infrared reflection module 

According to the light intensity sensor model 

BH1750FVI, it is a digital light intensity sensor 

integrated chip in principle. The inside of the 

sensor is composed of four parts: ADC acquisition, 

photodiode, crystal oscillator and operational 

amplifier. For PD diodes, a photovoltaic effect is 

used to convert the input optical signal into an 

electrical signal, which is then amplified by an 

operational amplifier circuit, and then the voltage 

is collected by ADC, and then logic is used The 

circuit converts it into a 16-bit binary data, and 

then stores it in the internal register (it should be 

noted here that if the intensity of the light entering 

the light window is greater, the corresponding 

photocurrent will be greater.  

At the same time, the voltage will be higher, so 

the voltage value can be used to judge the size of 

the light, but it should be noted that even if the 

voltage and the light intensity are corresponding, 

this relationship is not a proportional relationship, 

so the chip performs internally The corresponding 

linear processing, which also explains why not 

choose photodiodes, but choose integrated IC). At 

the same time, the sensor carries out the data line 

and the clock line. The microcontroller can use the 

I2C protocol to communicate with the sensor, can 

use the BH1750 working mode, and can also 

extract the illuminance data stored in the BH1750 

register.  

C.  Clock module and display module 

For the clock module model DS3231, it is an 

IPC real-time clock (RTC) in principle, with 

higher accuracy and lower cost, and an integrated 

temperature-compensated crystal oscillator 

(TCXO) is set inside. And crystals. For this device, 

there is a battery input terminal, after 

disconnecting the main power supply, it can still 

ensure that the timing is accurate enough. At the 

same time, through the use of an integrated crystal 

oscillator, the long-term accuracy of the device 

can be improved, and the number of components 

required in the production line can be reduced.  

For, it can realize the provision of industrial 

grade and commercial grade temperature range, 

the number of pins used is 16 in total, and a 

300mil so package is also used. RTC can maintain 

a variety of time parameters. If the number of days 

in the month does not exceed 31 days, the end of 

the month will be automatically adjusted and the 

leap year compensation function can also be 

realized.  

The clock has two working formats, the first is 

24 hours, and the second is 12 hours with AM\PM 

indication. Able to realize one programmable 

square wave and two programmable calendar 

alarm clock output. Both data and address can use 

the PC two-way bus to achieve a serial 

transmission, a voltage reference and a 

comparator that have completed temperature 

compensation to monitor the Vcc status, detect 

power failures, and provide reset output at the 

same time, In some necessary cases [13], it can 

realize automatic switching to the standby power 

supply. In addition, for the RST monitoring pin, it 

can also be used as a manual button to generate an 

external reset signal. 

In the design of this article, the OLED display 

screen is chosen to design the display module [14]. 

This display screen has many names, and 
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sometimes it is also called an organic 

light-emitting semiconductor. This display screen 

was researched by a scholar in 1979. The 

characteristic of OLED display technology is that 

it can realize self-luminescence, has a wide 

viewing angle, fast reflection speed and low 

power consumption. The disadvantage is that the 

price is more expensive. 

III. HARDWARE CIRCUIT DESIGN 

The hardware circuit of the indoor lighting 

control system is mainly composed of 

STM32F103C8T6 MCU, DS3231 clock module, 

infrared detection module circuit, OLED display 

module and lamp tube circuit [15]. Combined with 

the requirements of indoor lighting control system 

control chip with high speed, low power 

consumption and anti-interference characteristics, 

this paper chooses the model of STM32F103 

MCU chip. 

The OLED display module and BH1750 light 

intensity sensor can be used together to obtain the 

brightness value of the current environment, so as 

to control the chip for the next processing 

judgment and issue corresponding instructions. In 

the clock module, users can adjust the indoor 

lighting control system with their own needs. 

Infrared detection module is set in the entrance 

and exit infrared reflection sensor, detection 

personnel in and out, so as to determine the 

number of people in the room. The lamp tube 

circuit is the main display part of the indoor 

lighting control system. The specific hardware 

circuit design is as follows. 

A.  Infrared Detection Module Circuit 

Infrared detection module is composed of 

STM32 and CTRT5000 infrared detection module. 

After the indoor lighting control system is 

powered on, the CTRT5000 starts to work when it 

works normally. The infrared detection of the 

current environment is continuously carried out 

and the results are sent to the control chip. The 

control chip changes the state of the indoor 

lighting control system according to the returned 

results. The connection circuit between the 

infrared detection module and STM32 is shown in 

Figure 3. 
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Figure 3. Connection circuit between IR sensor and STM32 

B.  Light Intensity Sensor Circuit 

The light intensity sensor circuit of the indoor 

lighting control system is used to detect the light 

intensity. The BH1750 sensor is built with four 

components: an ADC acquisition, a photosensitive 

diode, a crystal oscillator, and an operational 

amplifier. 

For PD diode, the use of light born v effect 

according to the input optical signals into 

electrical signals, then through operation amplifier 

circuit amplification processing, through the ADC 

to acquisition of voltage, after using logic circuit 

transformation, makes it a 16-bit binary data, and 

then stored in internal registers. This sensor 

carries on the data line and the clock line 

extraction, the micro-controller can use I2C 

protocol to realize the communication between the 

sensor, can use the BH1750 working mode, but 

also can extract the BH1750 register stored in the 

illuminance data. The BH1750 communicates in 

five steps: Step 1: Sends a power-on command. 

Step 2: Send the measurement command. Step 3: 

Wait for the measurement. Step 4: Read the data. 
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Step 5: Calculate the result. Finally, the light 

intensity data stored in the module is extracted by 

the master chip and displayed by the OLED.  

C.  OLED Display Circuit 

The corresponding power supply input terminal 

of this module is VCC_IN, which supplies U1 and 

U4 circuits after depressurization by U2. A 

voltage of 7~7.5V is required to drive the OLED 

screen, which is provided by boosting the voltage 

through SSD1306's built-in charge pump. For 

SSD1306, it can support parallel, SPI and I2C 

serial protocols. This module is grounded by using 

BS0->BS2 pins, which have been set as SPI 

protocol and shared with U4 Chinese character 

library chip for SPI interface. During operation, 

the chip's corresponding chip pins are used to 

distinguish. During read and write operations, the 

CS pins corresponding to the chip will be set to a 

low-level state, which will be used as the 

corresponding display part of this project. OLED 

is connected to STM32 and BH1750 and DS3231. 

In addition to displaying normal working hours, it 

also displays brightness, number of people, 

current time, etc.  

D.  Rectifier Voltage Regulator Circuit 

In the circuit of the lighting control system, 

AMS1117 series regulator has two versions, one is 

adjustable version, one is a variety of fixed 

voltage version, the role is to carry out 1A current 

output, while ensuring that the working pressure 

difference will not exceed 1V. The minimum 

differential pressure of the AMS1117 device is 

guaranteed to be less than or equal to 1.3V at the 

maximum output current, and to decrease as the 

load current decreases. SS34 is a patch Schottky 

diode used for instantaneous circuit rectification. 

The function of the rectifier circuit is to convert a 

kind of AC voltage in positive and negative 

changing state through a one-way conductivity of 

the diode, so that it becomes a one-way pulse 

voltage. Through the action of the AC power 

supply, the rectifier diode can achieve a periodic 

on or off state, by which the load can receive a 

pulse of direct current. Rectifier voltage regulator 

circuit is shown in Figure 4. 
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Figure 4. Rectifier voltage regulator circuit 

IV. SOFTWARE PROGRAM DESIGN 

A.  System Software Design 

In the research and development of any 

electronic product system, not only the design and 

implementation of hardware need to be 

emphasized, but the design and implementation of 

software programs are also equally important. At 

present, the development tools of various 

electronic systems can be described as a dazzling 

array of functions, but many senior developers 

still prefer to use KEIL for development, mainly 

because the pages are friendly and easy for 

developers to use since KEIL came out. Therefore, 

the software design part of the indoor lighting 

control system is also selected to be developed 

through KEIL and C language. Moreover, for the 

increasingly mature application and development 

of stm32 single-chip microcomputers, many basic 

codes and routines are also increasing, which 

makes it more convenient and simpler to develop 
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STM32 single-chip microcomputers based on 

KEIL in C language. 

The research and development of the software 

part of the indoor lighting control system mainly 

adopts a process from a single sub-module to an 

overall realization, which facilitates the timely 

detection of errors and reduces the time for 

follow-up inspections: 

1) The design of the environmental brightness 
detection module: The BH1750 is mainly used to 
detect the current environmental brightness in real 
time and transmit the data to the program of the 
main control chip. 

2) OLED display module design: Mainly 
connected with the main control chip, it can 
realize the real-time display of the feedback data 
on the screen, so that the user can understand the 
current information program. 

3) Clock module design: DS3231 performs 
accurate time calculation, and feeds back the 
program of real-time time and current working 
time. 

4) Human body detection module design: It is 
mainly a program that detects the human body in 
the current environment and makes corresponding 
operation feedback.  

Each subroutine relationship is shown as 

Figure 5. 
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Figure 5. Relationship among subroutines 

B.  Ambient Brightness Detection  

Intelligent lighting detection of the current 

environment brightness subroutine mainly uses 

BH1750 to detect the current environment 

brightness. The BH1750 light detection sensor 

needs to be initialized and the environment 

brightness is detected according to the instructions 

of the control chip. The environmental brightness 

detection subroutine flow is shown in Figure 6. 

Start

Initialization

Detect ambient 

brightness value

Send data to the master

Finish
 

Figure 6. Brightness detection subroutine 

When detecting the brightness of the current 

environment, this paper adopts the method of 

twice detecting, that is, continuously detecting the 

brightness of the current environment twice. 

When the two detection results are consistent, the 

collected ambient brightness value will be sent to 

the control chip; otherwise, "0" will be sent. 

C.  OLED Display Programming 

The display module program of this design 

needs to be set for the IO connected by the MCU 

and the OLED module, and the IO port is set as 

output. Initialize the OLED module. Use functions 

to display characters and numbers on the OLED 

module. 

D.  Clock Subroutine Design 

The design of the clock module program 

through STM32 analog I2C signal channel, then 

configure IO pin, and initialization function, in the 

main function to call the time data of the module. 
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E.  Body Detection Subroutine 

Human body detection subroutine is a 

characteristic function of intelligent lamp, which 

can intelligently detect whether there is human 

body in the current environment. The control chip 

will intelligently control the opening or closing 

operation of the intelligent lamp according to the 

detection results. The feature is very convenient 

and friendly, especially at night. The human body 

detection subroutine flow is shown in Figure 7. 
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Figure 7. Human body detection subroutine diagram 

Once powered on, the smart lamp circulates 

through the current environment. The intelligent 

light will be turned on automatically when 

someone is detected, and will be turned off when 

no human body is detected. 

F.  Main Programming 

The main program of indoor lighting control 

system is to initialize and circularly call 

subroutines such as clock module, display module, 

human body detection module and light intensity 

detection module. In this way, the system can be 

ensured to run smoothly. The main program flow 

is shown in Figure 8. 
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Figure 8. Main program flow 

After the indoor lighting control system is 

powered on the initialization settings, mainly 

including the initialization of some sub-modules 

and the declaration of common functions and so 

on. Make circular calls to sub-modules and 

between sub-modules. 

This chapter mainly uses KEIL and C language 

to research and develop the software part of the 

indoor lighting control system. In the process of 

designing and implementing subroutines such as 

clock module, display module, human body 

detection module, light intensity detection module, 

etc., not only the theoretical knowledge learned is 

consolidated, but also his practical ability has been 

strengthened. 

V. FUNCTION IMPLEMENTATION AND TESTING 

The selection of main modules and components 

of the indoor lighting control system and the 

design of software and hardware have been 

implemented in the previous chapters. The 

following is mainly to integrate and debug the 

completed indoor lighting control system 

The indoor lighting control system is composed 

of STM32F103, human body detection module 

circuit (infrared detection), clock circuit, display 
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circuit, light intensity detection circuit and lamp 

circuit. 

The first thing to do during and after the 

realization of the electronic system is debugging. 

Debugging during the implementation process can 

help to find and correct the shortcomings in the 

implementation process as early as possible; and 

the debugging after the implementation can help 

to find and correct the shortcomings of the system 

in time. There are many ways to realize the 

debugging of electronic systems, including 

software and hardware debugging and module 

debugging, system joint debugging and simulation 

debugging. 

This system adopts the method of single 

module debugging and simulation debugging. The 

indoor lighting control system is debugged 

through hardware debugging and software 

debugging respectively. Hardware debugging 

mainly uses multimeter, oscilloscope and other 

tools to check the hardware circuit of each 

submodule; software debugging mainly uses 

KEIL development tools to detect human body 

detection module subroutines, button module 

subroutines, various working mode subroutines, 

etc., as well as the entire indoor lighting The 

program of the control system is debugged and a 

file that can be recognized by the control chip is 

generated. 

The whole system is shown in Figure 9. 

 

Figure 9. The photo of the system 

After the power supply is connected, the 

system enters the standby state. The screen shows 

the current working status and ambient brightness 

with the number of detected people. 

If the infrared detection module works properly 

and detects human body entering the room, the 

BH1750 module starts to work. If the ambient 

light is detected below the set value (500 lumens), 

the system will automatically turn on the light for 

brightness enhancement. If the infrared detection 

module detects a human body, but the ambient 

light is greater than the set value (500 lumens), the 

system will not turn on the light. The two cases 

are shown in Figure 10. and Figure 11 

respectively. 

 

Figure 10. The ambient light is below the set value 

 

Figure 11. The ambient light intensity is too high 
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VI. CONCLUSION 

In order to achieve green indoor lighting, this 

paper uses STM32F103 chip to realize the 

automatic control system of illuminance. The 

light is automatically detected by the BH1750 

module, and the feedback is recorded by the 

DS3231 clock module. Use infrared sensors to 

detect whether there are people in the room. 

When no one is around, the lights automatically 

turn off to save energy. If there is someone, 

when the ambient light intensity is lower than 

the set value, the light will automatically turn on 

to ensure the comfort of the ambient brightness. 

This indoor lighting control system can not only 

automatically turn on the lights according to the 

environment, but also detect the number of 

people in the current environment to turn on the 

number of lights, which is very practical and 

has high promotion value. 

ACKNOWLEDGMENT 

This work was partly supported by the 

undergraduate innovation and entrepreneurship 

plan (No.202211664099X, 202211664012 and 

202211664021). 

 

REFERENCES 

[1] Bhartiya, G., and P. Pathak. “Intelligent Lighting 
Control and Energy Management System.” 2020 
International Conference on Power Electronics & IoT 
Applications in Renewable Energy and its Control 
(PARC) Feb. 2020, pp.86-89, doi:0.1109/PARC49193. 
2020.236563. 

[2] L., Heng, et al. “Development of an Indoor Intelligent 
Lighting System Based on Occupants Positioning.” 
International Journal of Pattern Recognition and 
Artificial Intelligence, 2021. 
doi:10.1142/S0218001421590412. 

[3] As, A, et al. “Efficient photodetector placement for 
daylight-responsive smart indoor lighting control 
systems.” Journal of Building Engineering, vol.42, Oct. 
2021, pp.1-12, doi:10.1016/j.jobe. 2021.103013. 

[4] E. Shao, and X. C. Peng. “Research on Light 
Distribution Optimization Design of Road Lighting 
LED Lamps.” Western China Communications Science 
& Technology, vol.3, Feb.. 2019, pp.148-152. 
doi:10.13282/j.cnki.wccst. 2019.03.043. 

[5] N. A. Binti Mohd Arifin and N. M. Thamrin, 
“Development of Automated Microcontroller-Based 
Lighting Control System for Indoor Room 
Implementation,” 2018 4th International Conference on 
Electrical, Electronics and System Engineering 
(ICEESE), 2018, pp. 82-86, doi: 
10.1109/ICEESE.2018.8703500. 

[6] W. Byun, Y. Jin, Y. Kim and J. Lim, “Design of 
Lighting Control System Considering Lighting 
Uniformity and Discomfort Glare for Indoor Space,” 
2018 International Conference on Platform Technology 
and Service (PlatCon), 2018, pp. 1-6, doi: 
10.1109/PlatCon. 2018.8472750. 

[7] Seyedolhosseini, N. Masoumi, M. Modarressi and N. 
Karimian, “Illumination Control of Smart Indoor 
Lighting Systems Consists of Multiple Zones,” 2018 
Smart Grid Conference (SGC), 2018, pp. 1-4, doi: 
10.1109/SGC. 2018.8777883. 

[8] F.Y. Deng, Y.W. Qiang, Y.Q. Liu, et al. “Adaptive 
Parametric Dictionary Design of Sparse Representation 
Based on Fault Impulse Matching for Rotating 
Machinery Weak Fault Detection.” Measurement 
Science and Technology , 2020, vol. 31, pp. 117-120. 
doi: 10.1088/1361-6501/ab6f2f. 

[9] T., Tsagkatakis, P. P., Smirnakis and Tsakalides. 
“Adversarial Dictionary Learning for a Robust 
Analysis and Modelling of Spontaneous Neuronal 
Activity.” Neurocomputing, 2020, vol. 38, pp. 188-201. 
doi: 10.1016/j.neucom. 2020.01.041 

[10] L. B. Wang, C., Chen, Y. J. Li. “Dictionary Learning 
Algorithm Based on Weighted Least Square.” Systems 
Engineering and Electronics, vol. 33, 2011, pp. 
1896-1900. doi:10.3969/j. Issn.1001-506X. 2011.08.41. 

[11] Naderahmadian, Yashar, Beheshti, Soosan, Tinati and 
Mohammad: Correlation Based Online Dictionary 
Learning Algorithm. IEEE Transactions on Signal 
Processing, vol. 64, 2015, pp. 592-602,  

doi:10.1109/TSP.2015.2486743.  

[12] U. I. Kizgut and Ersin. “Lossy Compressive Sensing 
Based on Online Dcitionary Learning.” Computing and 
informatics, vol. 38, 2019, pp. 151-172. doi: 
10.31577/CAI_2019_1_151.  

[13] N. Takayuki, B., Yukihiro and Kiya, Hitoshi. “Secure 
Overcomplete Dictionary Learning for Sparse 
Representation.” IEICE Transactions on Information 
and Systems, vol. E103D, 2020, pp. 50-58. doi: 
10.1587/transinf. 2019MUP0009. 

[14] Li Yun, Fu Ai-Ping. “Designing Metadata for Chinese 
Dictionary Entries.” Data Science Journal, vol. 6, 2007, 
pp. 853-856, doi: 10.2481/dsj.6.S853 

[15] T. Huu and Monga Vishal. “Fast Low-Rank Shared 
Dictionary Learning for Image Classification.” IEEE 
Transactions on Image Processing, vol. 26, 2017, pp. 
5160-5175, doi: 10.1109/TIP. 2017.2729885. 

 

 



International Journal of Advanced Network, Monitoring and Controls     Volume 07, No.03, 2022 

DOI: 10.2478/ijanmc-2022-0026                            43 

Research on Oil Well Data Cleaning System  

 

Yao Feng 

School of Computer Science and Engineering  

Xi’an Technological University 

Xi’an, China 

E-mail: 2352933419@qq.com 

 

 

Li Zhao 

School of Computer Science and Engineering  

Xi’an Technological University 

Xi’an, China 

E-mail: 332099732@qq.com 

 

 

Abstract—In the information age, with the continuous 

development of Internet technology, information data 

occupies every field of contemporary society. The 

development of the big data age makes these data more 

and more prominent. While users read the information 

they need from these massive data, data quality has also 

become a concern of users. A large number of data are 

preprocessed before data analysis, such as some 

duplicate values, missing values deal with inaccurate 

and other abnormal data, and filter the data through the 

data cleaning system to improve the standardization of 

the data, so as to improve the analysis efficiency of the 

data, reduce some unnecessary expenses, and save time 

and effort. The data cleaning system in this paper is 

implemented based on flash framework. Taking Python 

as the main language for data cleaning, technical 

cleaning and standard integration are carried out for 

some structural problems, duplication problems and 

missing problems of some different source data. 

Through the processing of abnormal data, the data 

quality and data analysis efficiency are greatly 

improved. 

Keywords-Data Cleaning; Cleaning System; Oil Well; 

Outlier Handling 

I. INTRODUCTION 

 Data is recorded with identifiable symbols or 

numbers to reflect objective things, such as 

pictures, numbers, words, etc. in the oil production 

industry, the data value of each attribute reflects 

various indicators of oil wells, and each oil well 

has a certain range. Once it exceeds this range, it 

will affect the subsequent oil exploitation. In order 

to realize the normal exploitation of oil wells and 

realize the maximum oil production, data quality 

becomes very important. Therefore, users should 

clean some data affecting data quality from 

massive data, so as to improve the quality of data 

and make the oil exploitation work go smoothly. 

on this basis, this paper studies the processing of 

invalid data in oil wells. In order to optimize the 

data and facilitate the subsequent analysis, this 

paper proposes and designs an oil well data 

cleaning system based on Web. 

II. RESEARCH BACKGROUND AND CURRENT 

SITUATION 

In contemporary society, oil, as the backbone of 

modern industry, is of great significance to 

national development and is closely related to 

people's livelihood. Although China's oil and gas 

resources are relatively rich compared with other 

countries, compared with the world average, the 

per capital percentage of oil in China is still 

relatively low. Therefore, China must take 

effective measures to increase oil production and 

formulate reasonable plans to improve China's 

economy. Increase oil production and realize the 

maximum utilization of oil resources. Therefore, 

mailto:shijiaqi2019@163.com
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the research on data cleaning system is very 

necessary for industrial production. 

There are many researches on data cleaning at 

home and abroad [1], including: combining 

clustering algorithm, association rules and wavelet 

neural network to check and modify the abnormal 

data in the sensors and equipment that can be 

cleaned in the monitoring data. At the same time 

this method has a disadvantage that it needs to 

carry out sencon-ary fitting correlation model for 

the data in the sliding window, [2] which not 

quickly clean the data that needs to be cleaned, In 

addition, the monitored data is regarded as the time 

series of each state quantity, and the iterative 

method is used to correct the abnormal data in the 

data. [3] This method also has an obvious 

disadvantage that there is a large deviation 

between the original value and the modified value, 

which causes some damage to the integrity of the 

data. There are also methods that can deal with 

outliers by constructing boundary models, but the 

processing results are inaccurate, which damages 

the continuity of data. There are also methods that 

use gravity search algorithm to identify errors and 

repair data [4], but the real-time performance of 

data is not very accurate. Therefore, the existing 

data cleaning methods only deal with the 

abnormalities of local state quantities, the 

processing of attribute correlation between data is 

not very good, and there is some damage to the 

continuity and integrity of data. Therefore, in order 

to reasonably clean the data, we should deeply 

express the data characteristics [5]. 

In recent years, with the rapid development of 

economy and the substantial improvement of 

information technology, many enterprises also 

have many problems in the design of data cleaning 

system, and there are still many aspects to be 

improved in the production of cleaning system [6]. 

Therefore, the manufacture of cleaning system has 

a great application prospect for industrial 

production. It can depend on two factors: 

● Compared with the original manual 

processing stage, the system can effectively 

process the abnormal data without spending 

a lot of time, manpower and financial 

resources to process these abnormal data, 

greatly improve the data quality and 

maximize the utilization of resources, 

which can not only save costs but also 

improve the utilization of resources. 

● It has an immeasurable impact on China's 

economic development. The effective 

processing of data can obtain more accurate 

analysis results. According to these 

effective data, we can make appropriate 

adjustments to the mining scheme, improve 

oil production and be conducive to the 

country's economic development. 

Based on the above two factors, we can 

understand that there is a lot of room to improve 

the development of oil well data cleaning system 

based on Web. The system is not only conducive to 

the effective utilization of resources, but also can 

save cost, time and labor, which has a great impact 

on national development and industrial production 

[7]. 

III. DEMAND ANALYSIS OF OIL DEPOT DATA 

CLEANING METHOD BASED ON WEB 

As the starting point of system development, 

requirement analysis has guiding significance for 

system development, so requirement analysis 

plays a very important role. It is to make a 

comprehensive analysis of the problems to be 

solved, and then know what problems need to be 

solved. The person who makes the system must 

first understand what customers need, and then 

realize these in the developed system [8]. Demand 

analysis is the link between developers and 
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customers. Only by understanding the needs of 

users can we make a system to meet the needs of 

customers. Next, I will analyze the functional and 

nonfunctional requirements. 

A. Functional Requirements Analysis 

The system mainly provides a data cleaning 

platform for industrial production departments to 

clean oil well data. The functions of the system 

mainly include: 

● Missing value processing 

In the oil well data, there are many missing 

values due to mechanical and human reasons [9]. 

Mechanical factors are the failure caused by 

mechanical data collection or problems in saving 

data, such as memory damage, and human factors, 

such as arbitrary data modification and input 

errors. The existence of these values will have a 

great impact on the subsequent analysis results. 

Therefore, it is necessary to deal with these 

missing values, to improve data quality [10]. 

● Duplicate value processing 

In the data set, there will be many duplicate 

values due to various errors. Some attributes can 

only appear once, so a large number of duplicate 

values will have an immeasurable impact on the 

data quality. Therefore, there is a great demand 

for the processing of duplicate values. 

● Outlier handling 

In the data, due to collection errors or system 

problems, some values that do not conform to 

common sense or values that do not conform to 

the defined data type may appear in the data. For 

example, abnormal data such as text and multiple 

decimals may appear in the data. In the process of 

cleaning [11], these abnormal values cause errors 

in the whole analysis and affect the whole 

progress of the analysis. Therefore, we must pay 

attention to the handling of outliers [12].  

B. Nonfunctional Requirements Analysis 

The evaluation of image quality can be divided 

According to the feasibility analysis, we can 

determine whether the production personnel will 

be satisfied with the cleaning system, according to 

the feasibility analysis of three aspects: technology, 

economy and operation. The data cleaning system 

is helpful for industrial production personnel to 

filter messy data, improve data quality and 

facilitate subsequent analysis [13].The following 

is a brief analysis of three specific aspects. 

Technical feasibility: the system adopts the 

springboot framework and the main language is 

python. The system adopts the Android system 

architecture [14], and uses JSP technology to store 

information and standardize functional modules. 

Teachers and students can operate on mobile 

phones. According to the current mobile phone 

configuration, its own system performance is very 

high and it is very easy to realize. 

Economic feasibility: the early data cleaning is 

based on manual operation. Under such operation, 

not only the data processing results are not ideal, 

but also a lot of time and energy will be spent on it. 

Before designing a data cleaning system, it is 

necessary for designers to think about its cost and 

the amount of resources. Catering to the needs of 

industrial producers, there will be objective 

economic benefits after development. 

Operational feasibility: the system only needs 

to run on the computer, and then use the database 

to import the data to be cleaned and operate to 

process the data. The use process is not complex, 

the operation is simple, and it does not need to 

spend too much human and financial resources. It 

does not need professional skills to operate the 

system and process the data. It has strong 

interactive performance and good research 

significance, It is of great significance to industrial 

production [16]. 
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IV. DESIGN OF OIL WELL DATA CLEANING 

SYSTEM 

A.  Cleaning Principle 

In deep learning, the quality of data sets In the 

final analysis, data cleaning is to conduct in-depth 

analysis on the main causes of dirty data, find out 

the form in which these dirty data exist in a large 

number of data to affect the analysis results, use 

the current existing technology and optimize its 

processing to find dirty data, and change these 

detected data into values that meet normal needs 

after processing. The idea of data cleaning mainly 

uses the backtracking method [17], which takes the 

detected data as the starting point, makes a 

systematic analysis of each detail of the data flow 

direction, and summarizes a widely used data 

cleaning algorithm and related rules, which can be 

applied to various types of data cleaning systems 

[18]. 

B.  Web Implementation 

The web was mainly used for browsing static 

interfaces in the early days. These static interfaces 

are written in HTML and placed on the server. 

Users use the browser to request the web page on 

the server through the HTTP protoco. After the [19] 

web server software obtains the request sent by the 

user, it reads the identified resources [15]. When 

the client receives the browser sent by the message 

header, the browser parses the HTML data of the 

response, Show different vivid HTML pages to the 

client. However, with the continuous development 

of the network, more and more businesses begin to 

develop online, so the web application based on 

the network has become not simple. The resources 

accessed by users are not only the static pages 

stored on the server hard disk. A large number of 

applications require the web page information 

dynamically generated based on the user's request. 

It is even more difficult to extract some relevant 

information from the database and return a 

generated page to the customer through some 

operations. 

How to achieve: 

It is realized through the server software of 

HTTP protocol, which reserves the interface that 

can be extended in advance [20]. What the user 

needs to do is to provide relevant expandable 

functions according to the rules. When the client 

request is transmitted to the web server software, it 

will judge whether it is to visit the relevant 

extended functions provided by the user. If it is 

judged to be yes, the relevant programs written by 

the user will be processed. After the processing is 

completed, the program will return the processing 

results to the client. 

C.  System Framework 

Flask is a web framework of python, which is 

very popular at present. The flexibility of Python 

language also makes flask have the same 

characteristics. Therefore, the biggest advantage of 

flask is that it is simple and lightweight, and 

developers can flexibly use the features to be 

developed, Let developers freely and flexibly 

compatible with the features to be developed. 

Whether it is user portraits or product 

recommendations, python has a very heavyweight 

advantage. Because flash is relatively light and 

simple, it is easy to start, and the cost of trial and 

error is low. Flask's framework also brings a more 

image extraction mechanism, which can work on 

almost any platform of Python. Flask's data access 

framework can also solve some difficulties that 

occur frequently when using the database [21]. 

D.  Function Specific Design 

● Pretreatment stage 

Preprocessing is divided into two steps: one is 

to adjust the data to an uploadable file. Second, 

look at the data. Through manual viewing, you can 

have a more intuitive understanding of the data, 
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find some obvious errors at the beginning, and 

make some simple preparations for later 

processing. 

● Missing value processing 

Missing value is the most common problem in 

data. There are many filling methods for missing 

value: one is to fill in the missing value according 

to their own knowledge or experience; the other is 

to fill in the missing value according to the 

calculation results of the same indicators, such as 

filling in the missing value according to the 

calculation results of different indicators; the third 

is to fill in the missing value according to the 

calculation results of different indicators. The 

mean filling method is adopted in this design. The 

calculation results of the same index are used for 

summation, and then the average value is taken to 

fill in the missing data. This method has the 

advantages of simple calculation, fast filling speed 

and close to the real value [22]. 

● Duplicate value processing 

In some attributes, some data can only appear 

once, and sometimes errors will occur, resulting in 

data duplication. Therefore, the processing of 

duplicate values should be realized. 

For the processing of duplicate values, first find 

the duplicate values in the data set and save them in 

one list, save the duplicate index to another list, 

and then take out the average value of the current 

attribute and take out the index value for 

replacement. 

● Outliers 

Some unreasonable values will appear in the 

data, such as text classes or abnormal values 

beyond the normal range in the data set. 

For values beyond the range, we will check and 

clear them according to the previously defined 

range, and then use the filling method. For text and 

decimal types, we can clear them by defining data 

types, and finally use the missing value filling 

method. 

E.  Flow chart system function 

According to the brief description of specific 

functions, the relevant functional flow chart of oil 

well data cleaning system can be obtained. The 

functional flow of the system is shown in Figure 1. 

Download 

results

sign up

upload data

Missing value 

handling

Duplicate 

value handling

Outlier 

Handling

Start

Finish

cleaning

Click to 

clean

 

Figure 1. System function flow 

F.  Database implementation 

MySQL is a relational database, which can be 

used in a variety of storage because it has multiple 

storage engines. It has many advantages: high 

speed, small volume, easy installation, etc. Most 

developers use it as the primary database. Now, 

under the name of Oracle, it is a kind of well used 

and free database, which can be used in small and 

medium-sized databases. If it is designed to be 

easy to use and support all kinds of locks, it can be 

used well in concurrent processing, and the types 

of MySQL fields meet the needs of most designers. 

The addition of different types of transactions also 
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makes the storage of data more favorable and 

improves the accuracy. It is not easy to cause 

repeated write and other problems. The 

management of permissions makes the distinction 

between superiors and subordinates more perfect, 

and it becomes easier to set permissions, so that 

the security of data is more and more guaranteed. 

Based on the above excellent points, I take 

MySQL database as the main database I develop 

and use. Its driver management is shown in Figure 

2: 

 

Figure 2. Database driver management diagram 

V. DATA CLEANING SYSTEM OF OIL DEPOT 

BASED ON WEB 

A.  Function description 

The web-based oil well data cleaning system is 

divided into two parts: the front-end interface 

display and the background data processing 

system, which are implemented based on the flash 

framework. The specific functions are as follows: 

User: the user registers and logs in. After the 

user logs in successfully, the page jumps to the 

home page [25]. The user uploads the relevant oil 

well data to be cleaned according to the needs. 

After parsing the excel file, the data cleaning 

system cleans the data in the file. After cleaning, a 

link will be returned. You can apply to download 

the cleaned results by pasting it into the browser. 

Specific cleaning rules need to be defined by 

ourselves. 

Its specific functions are as follows: 

● User login registration 

When users log in the system for the first time, 

they need to register to determine the login 

account. Users need to fill in their own user name 

and set the login password. When logging in 

directly, the system will automatically prompt 

whether there is a login account and whether the 

password is wrong. If there is an error, the system 

will enter it for the second time. 

● User information management 

Users can modify their own information in my 

home page. The information filled in when 

logging in for the first time is saved on my home 

page. 

● Data cleaning 

The user uploads the data to be cleaned, and 

then the system automatically parses it. After 

parsing, the data is processed according to the set 

range, mainly dealing with some missing values, 

duplicate values and abnormal values for 

embedding function, and can also use the tag of 

JSP to parse and convert it into HTML tag, or use 

XML tag.  

● Download Results 

After that, you can choose to download and 

save the cleaned data locally, and users can 

conduct in-depth analysis. Facilitate the next step 

of work. 

B.  Cleaning data upload 

After data cleaning, a link will be returned. 

Copy the link to the browser to view the cleaned 

results, download and save the results. As shown 

in Figure 3. 
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Figure 3. Data import 

C.  Cleaning result output 

The collected data is shown in Figure 4.The 

results after cleaning are shown in Figure 

5.According to the comparison between figure 4 

and figure 5, we can see that the red box indicates 

that the system fills in the missing value, the green 

box indicates that the missing value is filled in 

after the duplicate value is also deleted, and the 

yellow box indicates that the abnormal value is 

deleted and filled in. The system has basically 

realized the cleaning of messy data. 

 

Figure 4. Data collection 

 

Figure 5. Cleaned data 

D.  Functional testing 

The results are shown in Table 1. According to 

the above tests, we can know that the pre designed 

functions of the system can be basically realized 

smoothly without other errors during operation. 

E.  Operating environment 

JSP is a popular service site at present. You can 

view it when you need JSP interface and input the 

website you want to place them. JSP is a back-end 

language. It is developed based on Java code. It 

shows a dynamic effect by inserting the data 

obtained from the operation of Java code in the 

file into the static page. It can use the tag of XML 

file Using this configuration can reduce the 

dependence of the code on the server platform and 

run everywhere, which is also due to the Java 

virtual machine. JSP compiler can convert the 

code into the original binary code, and then run the 

binary code directly, which is one of the 

advantages of JSP. Compared with pure servlets, 

JSP can easily write or modify HTML web pages 

without facing a large number of print statements. 

It reduces the burden of development, so I use JSP 

as my page language. 
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TABLE I. TEST CONTENTS AND RESULTS  

Test content Expected results Actual results judge 

Enter user name and password Login successful Same as expected adopt 

Upload correct data sheet Upload successful Same  as expected adopt 

Upload error data table report errors Same as  expected adopt 

Are duplicate values processed Processed Same as expected adopt 

Are missing values populated Filled Same as expected adopt 

Are outliers handled Processed Same as expected adopt 

Whether data can be saved Successfully saved Same as expected adopt 

VI. SUMMARY 

The oil well data cleaning system based on 

Web has great potential and development value. 

The implementation based on web in this paper 

integrates the design mode, further improves the 

scalability and maintainability of the code, 

improves the concurrency of the system, and 

improves the concurrency ability of the system. 

When a large amount of data needs to be cleaned, 

it can ensure the normal operation of the system. 

Data mining technology is widely used in medical 

treatment, energy, retail, automobile, finance and 

many other fields to provide decision-making and 

suggestions by mining valuable information. 

Medical data mining can provide targeted 

guidance to patients, predict the change and 

development trend of physical health status, and 

take preventive measures. Accurate analysis can 

reduce over treatment and insufficient treatment; 

Use big data to analyze energy purchases, so as to 

predict energy consumption, improve energy 

efficiency and reduce costs by managing energy 

users; For retail enterprises, data mining 

technology can well integrate all kinds of 

information, help enterprises master customer 

needs, and realize precision marketing and 

personalized services; With the help of data 

mining technology, insurance companies ncan 

fully understand drivers' driving habits ad driving 

behavior, provide different types of insurance 

products, and so on. The widespread existence of 

dirty data leads to the limited available data in the 

process of data mining. Data cleaning is 

particularly important. Different data cleaning 

methods have their own advantages and 

disadvantages, and the research on data cleaning 

methods will be more in-depth. 
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Abstract—Because, the existing named entity 

recognition models lack the Specificity of the field, and 

most of their combine the prediction of entity Location 

and entity category, which results in the accumulation of 

errors. So, named entity recognition model based on 

multi-task learning and pointer network is proposed, 

and innovations are made in the task Construction and 

domain entity information utilization in the model of 

Named entity recognition. This model is based on 

Transformer with multi-Head attention mechanism, and 

decomposes traditional tasks in entity recognition tasks 

and entity classification tasks, and carries out 

multi-tasks Task learning to reduce the accumulation of 

errors between tasks. Model in this paper also uses the 

similarity calculation based on the Comprehensive 

description of the entity category in entity classification 

Task for better pertinence of the domain entity. 

Experiments are conducted on public datasets and 

domain datasets to prove the advancement of the Model. 

Keywords-Named Entity Recognition; Multi-Tasks 

Task Learning; Transformer  

I. INTRODUCTION 

Named Entity Recognition refers to the process 

of extracting specific words from natural language 

corpus. Nominated entity recognition tasks also 

have some problems in entity labeling. Traditional 

model predictions often use BIO [1] or BIOES 

labeling methods, which define both entity 

location and entity category. This means that the 

prediction of each word by traditional named 

entity recognition models requires that the 

categories of named entities and entities be 

combined. This prediction method has a large 

problem. If any of the named entity subtags or 

entity category subtags within an entity predicts 

errors, the entire entity predicts errors, which can 

easily lead to the accumulation of errors. 

Currently, researchers have separated traditional 

mailto:643973010@qq.com
mailto:1838481537@qq.com
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entity recognition tasks into named entity 

prediction tasks and entity classification modules. 

Zheng [2] et al. proposed a named entity 

recognition algorithm based on Multitask learning. 

Multitask learning is an integrated learning 

method [3] [4], which improves multiple tasks by 

training several tasks at the same time. Based on 

BiLSTM model [5] [6], the traditional named 

entity recognition model is divided into two 

modules: named entity prediction task and entity 

category classification task. It also uses multitask 

learning to train, which achieves good results, but 

there are problems that context information other 

than named entities is not fully used and 

comprehensive information of entity categories is 

not introduced. Ding Yi qi [7] et al. proposed a 

Chinese named entity perception neural network 

model based on Multitask learning. The traditional 

named entity recognition task is divided into 

named entity perception task and entity 

classification task, and the loss function is 

optimized to better identify Chinese entities. 

However, it has the problem of identifying the 

beginning and end of an entity with two modules, 

which leads to inconsistency in training and 

prediction, and lack of organization in the 

representation of entity categories. This paper 

proposes a MTL-NER model (a named entity 

recognition model based on multi-task learning 

and cascading pointer network) and an entity 

labeling method based on How Net [8][9][10] 

semantics. The traditional named entity 

recognition task is decomposed into global named 

entity perception and entity classification. The 

Recognition calculation method based on entity 

comprehensive description is introduced into How 

Net knowledge base to classify entities and 

improve the recognition effect of the overall 

model. At the same time, entity category 

description statements are optimized for specific 

domains to improve the accuracy of domain entity 

recognition. 

II. MTL-NER MODEL 

The model structure proposed in this paper is 

shown in Figure 1 below, the overall model is 

mainly composed of five layers: data 

preprocessing layer, shared feature extraction 

layer, multi task learning layer and output layer. In 

the data preprocessing stage, a semantic entity 

annotation method based on how net is proposed, 

which annotates named entities and categories, 

and constructs a sample set in sentence units. 

Combined with how net knowledge base, the 

comprehensive description of domain entity 

category is constructed as the input data of the 

model. In the model construction, the task of 

entity recognition and entity classification is based 

on the shared feature extraction layer for text 

vectorization and feature extraction. The sentence 

is encoded through the shared feature layer to 

obtain the feature vector of the sample, and then 

the domain named entity prediction is carried out. 

 

Figure 1. MLT-NER structure diagram 
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The information of entity classification task 

comes from the natural language comprehensive 

description of sample set and entity category, and 

the same feature extraction layer is used to obtain 

the feature vector. In the multi task learning layer, 

the corresponding result vectors are generated 

from the input feature vectors according to the 

different tasks. Get the prediction probability 

results of each task. Finally, the output layer fuses 

the results of the two tasks, completes the 

determination of named entities and the 

classification of entity categories, and obtains the 

named entity recognition results. 

A.  Data preprocessing layer 

In order to reduce the cumulative impact of 

traditional entity labeling errors, this paper 

proposes a new label based on How Net semantics, 

which labels entity categories and domain entities 

respectively. In How Net, words are composed of 

one or more semantics, and each semantics is 

composed of smaller semantic units (semantics) 

and dozens of dynamic roles. Figure 2 below is an 

example: 

 

Figure 2. Words and meanings in How Net 

The word "green" has two meanings, meaning 

category 1 is color, and meaning category 2is 

environmental protection. Then construct labels to 

classify by meanings. For the input sequence

 1 1
, ,

n
X x x x  , you only need to predict the 

category, start position, and end position. Based 

on the above ideas, this topic proposes (Entity 

category, Start position, End position), taking the 

domain entity "green" as an example. 

Combined with the definition of entity in How 

Net knowledge base, the meaning item is regarded 

as the category label of domain entity to improve 

the accuracy of entity class determination. 

Combined with the semantic information of 

How Net knowledge base, as shown in Figure 4 

below, it includes Chinese and English words, 

semaphores and d DEF_CONCEPT (combination 

of semantic and dynamic roles) and attributes; 

Relationships mainly include dynamic roles, 

hierarchical relationships, and other domain entity 

category description statements, which are 

supplemented by Wikipedia and the specific 

situation of the corpus. 

The introduction of the comprehensive 

description information of the entity category 

assists the entity classification task, and improves 

the domain pertinence and classification accuracy 

of the model. Through the introduction of the 

entity category description, the ability of the 

model to obtain the domain information can be 

improved, so as to strengthen the pertinence of the 

specific domain. The example of the description 

statement constructed in this paper is shown in 

Table 1 below. 

TABLE I.  EXAMPLE OF COMPREHENSIVE DESCRIPTION OF DOMAIN 

ENTITY CATEGORIES 

Entity 

Category 
Comprehensive description of entity category 

color 

Yellow green blue, environment-friendly color, 

hue, lightness, saturation and various phenomena 

of light 

Environmenta

l-friendly 

Characteristic value, protection, positive 

evaluation, low carbon, energy conservation and 

emission reduction, life, agriculture, circular 

economy, wind and solar power generation 

O General text 
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B.  Shared feature extraction layer 

In the shared feature extraction layer, named 

entity recognition tasks and category classification 

tasks share an embedding layer and feature 

extraction layer for joint training. According to the 

sequence lengthl , the text  1 2
, ,

l
X x x x  is 

divided and embedded to obtain the input tensor

b l d
input
X    where b is the batch size, l  is 

the sequence length, and d is the word embedding 

dimension. Then, according to formula (1) (2), the 

sequence characters are encoded according to the 

linear changes of sin and cos functions, and the 

position vector of the characters in the sentence is 

obtained
b l d

pos
X   . 

    2 /

,2
sin /10000 modeli d

pos i
PE pos  

    2 /

,2 1
sin /10000 modeli d

pos i
PE pos


  

Where, pos is the character position, i is the 

character vector dimension, model
d

is the hidden 

dimension of the model. Each encoder is 

composed of two internal layers: multi head 

attention mechanism and feedforward neural 

network. Finally, the input vector of the model is 

obtained by adding the position code and the word 

embedded elements: 

 embedding input posX X X   

In the feature extraction layer, the transformer 

model based on multi head attention mechanism is 

used to improve the feature extraction ability of 

context information. For input vector 

Xembeddingdecomposes according to formula (4) 

to obtain query matrix Q, key value matrix K and 

numerical matrix V. As the input of Transformer 

encoder module. 


           h h h h h h

Q K VQ K V XW XW XW， ， ， ，  

 𝑊𝑄 、𝑊𝐾  and 𝑊𝑉 is the weight parameter 

matrix, ℎ ∈ [1, 𝑛] is the head index, and the head 

number n is the super parameter. The attention 

operation is carried out according to formula (5)、

(6) obtaining the correlation between each word 

and other words in the sentence, each word vector 

contains the vector information of other words 

related to the current sentence. The result of 

specific operation is shown in formula (7): 

 ( , , ) max( )
T

k

QK
Attention Q K V Soft V

d


 ( ) ( ) ( ) ( )( , , )i i i ihead Attention Q K V  

 (1) ( )( , ) [  ;. . , .  ; ] onMultiHead Q K V Concat head head W  

Then, ) ,( ,MultiHead Q K V and
embedding
X  carries 

out residual connection to get attention
X , and 

normalize the calculation to obtain the standard 

normal distribution, so as to speed up the training 

and convergence. The full connection layer 

feedforward neural network in the encoder is 

based on attention
X is the input, as shown in formula 

(8) using ReLU as the activation function and 

performing two linear mappings to complete the 

expansion and compression of dimensions 

respectively. 
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    1 1 2 2FFN X ReLU XW b W b    

Where, 
1
W , 

2
W , 

1
b  and 

2
b  is the 

corresponding weight matrix and offset. Finally, 

𝐹𝐹𝑁(𝑋)  and 
embedding
X performs a residual 

connection and normalization calculation to obtain 

the output
hidden
X . 

In this paper, the Transformer encoder 
[11][12][13]

 

based on multi head attention mechanism is used 

as the feature extraction layer, and the encoder 

module can be superimposed many times. It 

realizes unsupervised character level learning and 

representation of input text sequence under the 

mechanism of position coding and multi head self- 

attention. 

C.  Multi task learning layer 

In the named entity recognition task, the shared 

feature extraction layer extracts the long-distance 

location dependent features of the context, and 

outputs the sample vector _sample Hidden
X , which 

contains the feature information of the sample. 

The structure of the named entity recognition 

model based on this feature vector is shown in 

Figure3 below: 

The vector representation of the sample word 

level is obtained by the transformer encoder. In 

this paper, the cascade pointer network is used to 

realize the sequence annotation task, that is, two 

0/1 sequences are generated by two binary 

classification networks to determine the start and 

end boundaries (spans) of entities in the sequence. 

Each span is determined by a head position 

pointer (start) and a tail position pointer (end). At 

the same time, multiple binary classification 

networks are used for entity recognition. 

Each word (token) in the input sequence can be 

represented as the starting position of an element, 

and the span composed of any two tokens can be 

represented as any entity, which solves the 

problem of nested entity and multi class entity 

recognition, as shown in Figure 4: 

 

Figure 3. Structure diagram of entity recognition model 

 

Figure 4. Example of entity recognition 

Figure 4 shows the annotation examples 

corresponding to the input samples. Each entity 

corresponds to a set of pointer vectors (start, end). 

By combining the start and end pointer vectors of 

all entity labels, two-dimensional matrices can be 

obtained, which are recorded as s
S 、 e

S , That is, 

each line in s
S  and e

S represents an entity type and 

each column corresponds to a token in the 

sequence. 

In this paper, multiple groups of binary 

classification networks are used to predict the 
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possibility that the input sequence is 0/1 at all 

positions of the start and end pointer vectors 

corresponding to each entity to determine the start 

and end positions of the elements. The whole task 

can be regarded as multi label classification of 

each token in the input sequence. The probabilities 

that the i token is predicted as the starting and 

ending positions of the elements of entity r are 

_s r

i
P and 

_e r

i
P  respectively, as shown in 

formulas (9) and (10): 

  _s r r r

i s i sP W x b   

  _e r r r

i e i eP W x b   

Where, i
x =

_
i

sample Hidden
X

  

, that is, the vector 

representation of the i token in the input sequence 

after passing through the encoder, and the 

superscript s and e are represented as start and end, 

r

s
W ， r

e
W  is a trainable weight vector, r

s
b ， r

e
b is 

offset, 𝜎 Sigmoid activation letter. 

D.  Entity classification layer 

With the help of How Net knowledge base, this 

paper improves the construction of domain entity 

classification and entity comprehensive 

description, and proposes a similarity calculation 

model based on entity comprehensive description 

to output the probability of entity category. The 

structure of entity classification model is shown in 

Figure 5. 

For the input sample eigenvector

_sample Hidden
X and entity category comprehensive 

description information _label Hidden
X .This article 

first introduces _label Hidden
X input the full 

connection layer to realize sentence vector 

mapping. The formula is as follows: 

  _sl label Hidden label labelX View X W b   

Where, 
 1N l

label
W

 
 , N is the entity 

category of the sample set. For the sample set with 

N categories, it is necessary to build N+1 entity 

category description statements. View refers to the 

method of reconstructing tensor dimension matrix 

transformation, transforming the vector with 

dimension  1 label
N d h   into the dimension 

of  1 label
h N d   , and obtaining the entity 

category description vector
 1h N

sl
X

 
 . 

Then the vector dot product is used to calculate 

the similarity between the sample vector and the N 

+1 entity category description vector. The 

calculation formula of entity classification is as 

follows: 

  1, 2, ,x x xd ss slC sofmax X X   

Finally, the output results of category 

probability corresponding to each input character 

are obtained respectively. 
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Figure 5. Entity classification model 

E.  Output layer and loss function calculation 

In this paper, the entity recognition probability 

and entity classification probability are integrated, 

and the output results are obtained. The start and 

end positions of entities in the text are marked by 

the ruler taking method of double pointers, and the 

entity categories are marked by multiple binary 

classification networks. Finally, the loss function 

formula of the entity recognition part is obtained 

as follows: 


_ _ _ _log log

n n
s r s r s r e r

sample i i j j

i o j o

loss y P y P
 

    

Where n is the length of the input sequence; 

( )rs

i
y  , 

_s r
j
y  is a known correct classification 

label. 

In this paper, the loss function calculation 

formula based on the entity part of character 

classification result 
1, 2, ,X X Xd
C


 is as follows: 


1

log( )
i i

N

classfication x xi
loss C Y


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Where, 
ix
Y  entity category label for each 

character. 

Based on the idea of multi task learning, this 

paper takes the loss function weighting of domain 

entity recognition task and entity classification as 

the overall loss function of the model, and the 

specific formula is as follows: 

  1sample classficationloss loss loss     

Among them, 0,1     is the super 

parameter of the model, which converges to the 

optimal value with training to improve the effect 

of the model. In order to verify the versatility of 

the model on different data sets, this paper selects 

four Chinese named entity public data sets as 

experimental objects. The data sets include MSRA, 

ontonotes4.0, cluner2020 and CMeEE, and are 

compared on four Chinese public data sets to 

verify the progressiveness of the model in this 

paper.  

III. EXPERIMENT AND A NALYSIS 

A.  Data set introduction 

MSRA is a Chinese dataset released by 

Microsoft Research Asia, which comes from the 

news field and is also the benchmark dataset for 

Chinese named entity recognition. It contains 

about 90000 Chinese named entities and 

annotation data. Entity categories include three 

categories: location, organization and personnel. 

Ontonotes4.0 is a Chinese dataset covering 

multiple data sources. Sources are not limited to 

telephone conversations, news agencies, radio 

news, radio conversations and blogs. This article 

selects four categories of entities in the version, 

such as people and organizations. 
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CLUENER2020 data set is a Chinese 

fine-grained named entity recognition data set, 

which is based on the open-source text 

classification data set THUCNEWS, and selects 

some data for fine-grained annotation. The data 

set is divided into 10 different categories and 

12000 sentences. 

The CMeEE dataset originated from chip 2020 

(China health information processing Conference). 

By extracting entities from sentences, they are 

classified into nine categories: diseases, clinical 

manifestations, drugs, medical equipment, 

medical procedures, body, physical examination, 

microorganisms and departments, with 25000 

sentences. 

B.  Experimental indicators and parameter 

settings 

This paper selects the criteria commonly used 

in named entity recognition tasks: precision (P), 

recall (R) and F1 score to evaluate the 

performance of the model, and selects the result of 

F1 as the main criterion. The specific calculation 

formulas of accuracy rate, recall rate and F1 score 

are as follows: 


TP

precision
FP TP




 


TP

Recall
FN TP




 


2

1
precision Recall

F
precision Recall

 



 

During the experiment, the parameters are 

shown in Table 2 below: 

 

 

 

TABLE II.  EXPERIMENTAL PARAMETERS 

Parameter Value 

Optimizer SGD 

Learning rate 5e-6 

Activate function ReLU 

Entity category length limit 16 

Enter length limit 128 

Batch size  6 

Deep learning framework Pytorch 

Number of GPUs 1 

C.  Experimental results and analysis 

In this paper, the proposed named entity 

recognition model MTL-NER based on multi task 

learning and cascading pointer network is 

compared with the leading-edge model on the test 

set of each data set. In the experiment, this paper 

uses a new ternary tag [entity category, entity start 

position, end position], while BiLSTM-CRF and 

BERT-BiLSTM-CRF are trained with traditional 

BIOES tags, and BERT-MRC uses [entity start 

position, End position] as a label. In this paper, 

BiLSTM-CRF is used as the baseline of the 

experiment. BERT-BiLSTM-CRF is a 

Transformer based pre training model, which 

regards the named entity recognition task as a 

sequence marking task. BERT-MRC 
[14][15]

 is a 

retraining Bert model based on machine reading 

comprehension (MRC). MTL-NER, a named 

entity recognition model based on multi task 

learning and cascading pointer network, achieves 

the best accuracy, recall and F1 on four Chinese 

named entity datasets. The F1 of this model is 

improved by 0.77%, 2.62%, 2.27% and 3.32% 

respectively compared with the model with the 

best experimental results on the four Chinese 

entity public data sets of MSRA, OntoNotes4.0, 

CLUENER2020 and CMeEE. Compared with the 

baseline model based on BiLSTM-CRF, it is 

improved by 16.09%, 35.63%, 22.85% and 24.93% 

respectively, which is enough to show the 
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progressiveness of this model. The specific 

performance of each model is shown in the 

following table 3: 

TABLE III.  MSRA DATASET MODEL INDICATORS 

MSRA 

Model P（%） R（%） F1（%） 

BiLSTM-C

RF 
87.47 85.23 83.34 

BERT-BiLS

TM-CRF 
95.15 94.85 95.00 

BERT-MR

C 
96.28 95.74 96.01 

MTL-NER 97.07 96.43 96.75 

TABLE IV.  ONTONOTES4.0 DATASET MODEL INDICATORS 

OntoNotes4.0 

Model P（%） R（%） F1（%） 

BiLSTM-C

RF 
73.45 60.07 61.71 

BERT-BiLS

TM-CRF 
79.23 79.58 79.40 

BERT-MR

C 
82.49 81.23 81.56 

MTL-NER 84.87 82.56 83.70 

TABLE V.  CLUENER2020 DATASET MODEL INDICATORS 

CLUENER2020 

Model P（%） R（%） F1（%） 

BiLSTM-C

RF 
67.23 65.42 66.31 

BERT-BiLS

TM-CRF 
77.42 78.15 77.78 

BERT-MRC 79.04 80.26 79.65 

MTL-NER 82.14 80.79 81.46 

TABLE VI.  CMEEE DATASET MODEL INDICATORS 

CMeEE 

Model P（%） R（%） F1（%） 

BiLSTM-CR

F 
56.41 49.52 52.74 

BERT-BiLS

TM-CRF 
68.98 66.25 67.59 

BERT-MRC 71.26 69.34 70.29 

MTL-NER 73.13 70.68 71.89 

Because more features are integrated into the 

word vector generation stage, it can quickly 

achieve better performance in the training process. 

However, in order to obtain better results on the 

test set, it is very important to select the 

appropriate Dropout, which can prevent the model 

from over fitting and is more robust. In order to 

determine the appropriate value of Dropout, this 

paper conducts several groups of comparative 

experiments on four data sets in the process of 

selecting Dropout for named entity recognition, 

F1 value is mainly used as the measurement 

standard in the experiment, and the results are 

shown in the following figure6, figure7, figure8 

and figure9: 

 

Figure 6. MSRA dataset dropout 
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Figure 7. OntoNotes4.0 dataset dropout 

 

Figure 8. CLUENER2020 dataset dropout  

 

Figure 9. CMeEE dataset dropout 

After comparison, in the CLUENER2020 data 

set, dropout=0.1 is selected, and in MSRA, 

Onto-Notes4.0 and CMeEE data sets, if 

dropout=0.2 is selected, the model can achieve the 

most ideal experimental results. We take the data 

set of CLUENER2020 data set as an example, and 

shows the recognition results of domain entities of 

each model we intercepted: 

It is obvious that BiLSTM-CRF model and 

BERT-BiLSTM-CRF model have poor 

recognition effect on long text, while BERT-MRC 

model has multiple recognition errors, and the 

MTL-NER model proposed in this paper achieves 

ideal effect on long-span entity recognition. 

IV. CONCLUDING REMARKS 

In the experiment of named entity recognition 

model, compared with the advanced model, the 

MTL-NER model in this paper performs well on 

four Chinese public data sets, and achieves 96.75% 

F1 on MSRA data set, which is 0.77% higher than 

the existing advanced model BERT-MRC. This 

model performs well on multiple data sets 

covering multiple fields, which proves the 

versatility of this model for different fields. The 

experiment also finds that the model based on 

Transformer is better than the model based on 

BiLSTM, which verifies the information 

extraction and utilization ability of Transformer 

and the rationality of using Transformer as feature 

extractor in this paper. Finally, experiment Prove 

the progressiveness of the innovation model in 

this paper. 
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Abstract—Using the giant parallelism of photons to 

develop a new type of computer with more processor 

bits and data, the ternary optical computer, with the 

birth of the ternary optical computer SD 16 physical 

machine, the team built a monitoring system structure 

for task management, It is mainly used to deal with 

various complex data problems and provide parallel 

services for computing requests of multiple users. The 

storage of data in the monitoring system has also 

become a crucial issue. Based on the existing 

achievements of the team, this paper designs a data 

storage scheme for the management software of the 

ternary optical computer monitoring system, and finally 

summarizes and looks forward to the next research 

direction of the ternary optical computer data storage. 

Keywords-Ternary Optical Computer; Task 

Management; Data Storage 

I. INTRODUCTION 

With the development of electronic computers 

and the advent of the 5G network era, in order to 

break through the limitations of too low 

information transmission speed and too few data 

bits for electronic computers, scientists in the field 

of computing have gradually tried to develop a 

faster, more reliable Three-valued computer is one 

of the new types of computers that require high 

equipment and less power consumption. Its 

principle is to use the two mutually perpendicular 

polarization directions of the optical state and the 

non-optical state to represent information. At 

present, the relatively complete architecture and 

physical machines that can be run are the ternary 

optical computers and ternary electronic 

computers developed by the ternary computer 

team of Shanghai University. The development of 

ternary optical computer has been more than 

twenty years so far, and a series of considerable 

results have been achieved. The ternary optical 

computer is a photoelectric hybrid computer. It is 

a computer with electrical control and optical 

operation". It has many operator bits, the operator 

bits can be arbitrarily grouped, and each group of 

operator bits can be assigned to different users. 

The computing function of each bit of the operator 

can be reconfigured at runtime [1-3]. The ternary 

electronic computer is researched on the basis of 

many achievements of the ternary optical 

computer. The main idea is to transplant the 

structure of the ternary optical processor SD16 to 

the processor constructed by the electronic circuit, 

and realize the multi-value electronic processor. 

Arbitrary grouping of processor bits can be 

realized by using the feature of no correlation 

between the operator and the number of bits of the 

operator, and the grouping of processor bits can 

also be used independently. 

mailto:562718076@qq.com
mailto:7586489@qq.com
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In 2010, the ternary optical computer team 

gradually completed the data splicing technology 

and data clipping technology [5], monitoring 

program [7], MSD binary adder[6].These 

achievements have brought new progress in 

numerical aspects of ternary optical computers. 

Among them, the monitoring program enriches 

the computer monitoring system's management 

theory and technology for data bits, and paves the 

way for users to use ternary optical computers 

conveniently and efficiently [7]. 

In 2017, SD16, the prototype system of ternary 

optical computer, completed the 48-bit TW-MSD 

parallel addition experiment. This achievement 

marks that the hardware structure of ternary 

optical computer has been perfected, and the 

application of ternary optical computer has been 

explored since then. 

One of the characteristics of the ternary optical 

computer is that the more data it processes, the 

higher the computing efficiency. The SD16 

monitoring system effectively manages the optical 

computer processor resources with huge data bits. 

There is no doubt that how to store the data in the 

ternary computer monitoring system is also the 

research content of the ternary optical computer at 

this stage. For a ternary optical computer, the ideal 

memory is the optical rotatory properties of some 

new materials to store the polarization direction of 

light, but no available raw materials have been 

found so far; another storage method is to store 

the light itself, "fiber ring memory" is A usable 

device, with stable storage effects over 30 min has 

been observed, for the registers of ternary optical 

computers. Before the appearance of the ideal 

optical polarization state memory, the existing 

binary semiconductor memory can be used to 

store ternary data through group code conversion 

to form the memory of the ternary optical 

computer [8]. Therefore, in the operation process 

of the ternary optical computer, we need to 

manage the data and solve the following problems: 

first, in what form is the data stored in the 

memory; second, what functions should the data 

storage module have for each SD16 monitoring 

program? module usage. 

II. RELATED WORK 

A. Computational data model 

Figure 1 shows the calculation data model of 

TOC. The working process of this model is as 

follows: the user program of the client submits the 

calculation task to the SZG file receiver/sender 

(communication server) in the format of SZG file, 

and TOC task management. The software receives 

the SZG file, and analyzes the file to obtain the 

reconstruction information and calculation 

information of the lower computer, thereby 

forming a reconstruction frame and a calculation 

data frame. The TOC large task management 

software transmits the reconstructed frame 

information to the lower computer control 

software, and the lower computer control software 

parses the reconstructed frame information to 

form the reconstructed latent image table of the 

optical processor, which is sent to the reconstruct 

or to complete the reconstruction. The TOC task 

management software takes out the calculation 

data in sequence from the SZG file, and organizes 

these calculation data into the input data of the 

composite optical calculator. These sorted data are 

sent to the composite optical calculator for 

calculation until all original data calculations are 

completed, the result beam is sent to the decoder 

for decoding to obtain binary result data. These 

result data are organized into calculation result 

files by the task management software, and the 

result files are transmitted to the user program of 

the client through the SZG file receiver. Since 

TOC will process the data files of different users 

for calculation, one user corresponds to one SZG 
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file, TOP will reconstruct the calculator and 

calculate the data file according to the SZG file, so 

a space should be opened up to store all the data 

required by TOP, which should be Contains two 

worksheets: compound operator data table and 

operation result data table. The two tables 

corresponding to each user are different. After 

TOC processes the operation data of a user, the 

space occupied by the worksheet should be 

released in time to increase the memory. space 

utilization. 

 

Figure 1. Computation-Data Mode 

B. The architecture of ternary optical computer 

monitoring system 

Figure 2 shows the architecture of the ternary 

optical computer monitoring system, which is 

mainly divided into the client and the server to 

complete the work jointly. The client mainly 

includes user interface, inspection, communication 

transformation, network communication and 

communication inverse transformation. The server 

side mainly includes network communication, 

data sorting; request scheduling, timer, processor 

allocation, operator reconstruction, encoder 

control signal generation, reconstruction register, 

hardware reconstruction, encoder A, encoder B, 

Modules such as camera A, camera B, operator, 

decoding A, decoding B, generating operation 

results, and generating return results. Some of the 

modules on the server side are placed on the upper 

computer and some on the lower computer for the 

following reasons: 

● In order to make the optical processor of 

the ternary optical computer focus on 

optical computation. The TOC optical 

processor is suitable for processing big data 

and massive data, it can handle multiple 

tasks at the same time, but there are certain 

limitations. Assuming that the maximum 

number of tasks it can process at the same 

time is TaskMax, when the number of 

operation requests is greater than TaskMax, 

there will be operation requests waiting on 

the host computer. In order to improve the 

efficiency of the whole system, let the 

lower computer, namely the optical 

computer, focus on optical computing, and 

put the modules of network communication, 

data sorting, request scheduling, processor 

allocation, timer and generating return 

results in the upper computer;
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Figure 2. Ternary Optical Computer Monitoring System Architecture 

● In order to reduce the amount of 

communication between the upper 

computer and the lower computer, the 

modules for reconstructing the operator, 

generating the encoder control signal, 

decoding A, decoding B and generating the 

operation result are placed in the lower 

computer. Other optical hardware modules 

run on the server-side lower computer. In 

addition, the request scheduling module 

and the data sorting module can be 

exchanged with each other, but the 

efficiency of the system will be different. If 

the operation request scheduling is 

performed first, and then the data sorting is 

performed on the scheduled operation 

request, the data sorting at this time will 

occupy a certain time in the "operating" 

state of the operation request. If according 

to the figure, the network communication 

module will organize the data after 

receiving the user's operation request. For a 

certain operation request, although the time 

for data sorting and scheduling is 

unchanged in these two cases, the data 

sorting is completed while it is waiting for 

scheduling and other operations performed 

by the optical processor, so that the to a 

certain extent, it provides the overall 

efficiency of the system. 

C. SD16 monitor software 

The SD16 monitoring program software 

comprehensively and clearly describes the overall 

view of the bottom control software of the ternary 

optical (electronic) calculator, the functions of the 

main software modules, the functions of the main 
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functions, the calling relationship between 

functions, the sharing and transfer of parameters, 

The integration method of third-party routines, the 

cutting method of this software for different 

purposes, etc. are the key technologies. At the 

same time, it provides software boundary and 

framework for the compilation of each function. 

The system used to study the underlying software 

and debug application routines of the ternary 

optical computer should be installed: three 

modules: administrator operation, online user 

operation and offline user operation. For the 

whole program software, if you want to fully 

experience the system of the ternary optical 

computer, you only need to install the system that 

does not include the offline module; and, on the 

premise that the system is completely stable, the 

administrator operation module may not be 

installed. 

1) Main program module 

The main program is the entrance of the SD16 

monitoring program. The user enters the 

monitoring program, and the main program 

displays the interface, prompting the user to select 

the operation to be performed options. 

2) Admin action 

As mentioned in the introduction of Chapter 1, 

a ternary optical computer is a electrically 

controlled, optically operated" computer. In the 

ternary optical computer monitoring system, the 

server receives the operation data sent by the 

client and generates the operation request chain 

list through the data sorting module, and uses the 

encoder control signal module to encode the 

scheduled operation request, and the encoder A 

module is responsible for transmitting the 

operation request. The generated tri-state light is 

given to camera A. The reconstruction hardware 

module includes reconstruction registers, 

high-resistance gates, resistors, etc. It needs to 

receive the code A to generate the three-state light 

decoding result and the reconstruction code of 

each liquid crystal pixel to complete the operator 

reconstruction. In many cases, we need the 

program to obtain administrator operation 

authority to perform some operations that require 

higher authority. For ternary optical computers, 

higher authority operations include coordinate 

mapping (scaling) between operator pixels and 

camera pixels, computing the output light state 

judgment rule setting (threshold value) of the 

device can be completed by the administrator. 

3) Exit the administrator operation and return 
to the main program page 

This module returns to the previous system 

page for selection. 

4) Calculator pixel and camera pixel scaling 

This module is mainly responsible for 

completing the acquisition of data operation 

results. 

The upper computer in the server side receives 

and organizes the request data sent by the user 

through the client into an operation task list, and 

the lower computer selects an operation task 

according to the operation request priority of the 

operation task list, and assigns an operator to 

complete the data operation. Among them, the 

data calculated by the operator is not the original 

data input by the user, but the optical signal 

encoded by the reconstruction hardware of the 

lower computer after generating the encoded 

signal, and the optical signal is transmitted to the 

operator. After the operator completes the optical 

data operation, the result is Output to the LCD 

panel, use the camera to obtain the operation data 

on the LCD panel, decode the optical data and 

generate the operation result in the form of ASCII 

code and return it to the client user interface. 

5) Calculator pixel output light state judgment 
rule setting 
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This block is used to assign operators to 

computing tasks. 

The characteristics of the ternary optical 

computer include that the arithmetic unit can be 

reconfigured on demand to handle massive data. 

After the lower computer selects the operation 

request, the reconstruction hardware completes the 

reconstruction of the arithmetic unit. According to 

the SZG file, the operation data types received by 

the lower machine include simple data types and 

structured data types. When performing data 

operations, computing tasks with the same 

computing rules can be performed at the same 

time, reducing the time for hardware 

reconstruction. The more data that one operator 

processes, the higher the computing efficiency. In 

addition, to test the result field length of each 

operator, you can choose to note one by one, or 

you can choose to test continuously, output it to 

the LCD panel, and obtain the operator field 

length through the camera. This operation can be 

used for computing requests. 

D. Connected User Operation 

For a system for users to experience the 

characteristics of a ternary optical computer, a 

module that does not include offline user 

operations can be installed, and if the machine 

structure is stable enough, the administrator 

operation module can also not be installed. The 

on-line operation of the ternary optical computer 

refers to connecting the client, the user inputs the 

operation data to the lower computer on the server 

side through the client platform, and the lower 

computer then performs complex data operations. 

The user enters the connected operation interface 

through the main program, and the host computer 

prompts the user to select the operation to be 

performed. The specific operations include: 

1) Quit 

Returning to the main program module, the 

user re-enters the operation to be selected. 

2) The user selects an existing compound 

operator to perform data operations 

One of the characteristics of the ternary optical 

computer is that the server needs to reconstruct the 

calculator at any time according to the data 

calculation problem sent by the client. Therefore, 

the SD16 monitoring program software needs to 

develop a worksheet to save the defined 

compound calculator. A specific function is 

required to append records to the data in the data 

table, allowing changes and timely updating of the 

data in the worksheet. The user operates the 

existing compound operator according to the data 

table of the compound operator displayed by the 

host computer. If the structure of the compound 

operator in the data table needs to be changed, the 

server-side program saves the changed operator 

structure; otherwise, the compound operator is 

used. Complete the data operation, and save the 

structure of the called compound operator into the 

corresponding structure array. After the user 

completes the selection, return to the previous 

operation. 

3) The user chooses to create a new compound 

operator to perform data operations 

The computer-connected user operation is a 

module that helps users experience the 

characteristics of a ternary optical computer. After 

inputting the operation data, the user can choose 

to create a new compound operator to complete 

the operation of the data. The user inputs the 

operator number of the user-defined composite 

operator, and the reconstruction hardware module 

performs operator reconstruction after receiving 

the user request to complete the reconstruction of 

the operator. At this time, the operator number in 

the composite operator data worksheet is updated. 

After the update is complete, select Continue 
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Refactoring Component or End Refactoring 

Component. 

4) Enter raw data 

This module also contains the following two 

operations: 

a) Replacing the compound operator 

As mentioned above, the on-machine operation 

helps the user experience the characteristics of the 

ternary optical computer and is user-oriented. 

Therefore, the user can also choose to replace the 

composite operator to complete the data operation. 

b) Input data 

After the user completes the selection of the 

operator, the data is input, and the input methods 

available for the user to choose include 

single-group input data and multi-value input data. 

The input of a single set of data means that the 

user inputs the calculated data multiple times 

without repetition into the structured data array, 

which is used to store the single structured data 

that the user needs to calculate; the other is 

multi-valued data input, the user needs to input 

continuously. The data value of the operation, the 

data value corresponds to the compound operator 

name one-to-one, and the data value is stored in 

the structure array. After the data input is 

completed, update the value of the composite 

operator. 

c) Rebuild Optical Processor 

In the ternary optical computer monitoring 

system, to complete the user operation, it is 

necessary to allocate processor resources for each 

operation request, and the processor resources 

include an encoder, a decoder and an operator. 

The processor allocation module on the server 

side allocates optical processor resources to the 

user according to the calculation amount and 

priority of the user's calculation request. A good 

processor allocation algorithm can improve the 

overall performance of the system. For a ternary 

optical computer, the processor resource is the 

allocation of liquid crystal pixels, that is, the 

liquid crystal pixels must be addressed before the 

operation. After the processor bit allocation is 

completed, each processor bit corresponds to the 

reconstruction instruction of the relevant operation 

rule, the task management software first generates 

the reconstruction latent image and then completes 

the reconstruction of the processor. In the SD16 

monitoring program system operation, the system 

searches for the name of the compound operator 

given by the user. If it is found, it calls the 

function to generate the reconstructed latent image 

array to obtain the reconstructed data, and then 

calls the reconstruction function to complete the 

reconstruction operation of the optical processing 

and returns to the above primary operation. If the 

system cannot search for the compound operator 

name entered by the user, the user will re-enter it. 

5) Get the calculation result (Camera B) 

After the user inputs the operation data, the 

server performs the operation of the data, and 

finally returns the operation result to the client. 

There are two actions for the user to choose from 

in this module: 

a) Confirm compound operator 

Wait for the user to confirm the compound 

operator and then perform data operation. 

b) Replacing the compound operator 

Displays the composite operator structure table, 

and the user inputs the value number of the 

composite operator to be selected. 

The most significant difference between an 

optical computer and an electronic computer is 

that an optical computer uses the characteristics of 

light to complete data operations, and the final 

calculation result is also optical data. Therefore, 

the operator maps the resulting optical data to the 
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liquid crystal panel after completing the data 

operation, and then captures the pixel value of the 

liquid crystal panel through the camera, decodes 

the pixel value of the liquid crystal panel into an 

ASCII code value and returns it to the client. 

E. Offline User Actions 

Systems used to work with SZG files can only 

install offline user modules. The offline module 

can be completely separated from the client side 

of the SD16 program software. The server side 

directly receives the data sent by the SZG file 

generation software platform, performs data 

operations and operations, and finally returns the 

operation results to the user. 

F. Related data structures 

In order to save the user-defined compound 

operator, original data and corresponding 

calculation results, the SD16 monitoring program 

software needs to use the compound operator as 

the associated keyword, and the function should 

have the ability to add additional records to the 

data table. Basic functions such as data exchange, 

retrieval, deletion, and copying with arrays can 

improve the data calling efficiency of each 

module of SD16 monitoring software. 

1) Operation request 

In the monitoring system, the client sends an 

operation request containing data such as operands 

and truth tables to the server, and the operation 

request has two attributes: priority and operation 

amount. The operation request does not 

communicate with other operation requests in the 

whole calculation operation, so the operation 

request is independent. According to the input 

interface displayed by the client to the user, the 

user should input the following data: "E-mail", 

"password", "payment level", "domain number Y" 

and some related information. The format of the 

operation request data is shown in Figure 3, where 

the numbers in parentheses represent the number 

of bits of data. In the following description, the 

priority of the operation request is jointly 

determined according to the amount of data 

requested by the user and the payment fee. The 

more complex the amount of operation data and 

the higher the payment fee, the higher the priority 

number of the operation request. 

 

Figure 3. Reconstructed data frame format  

2) Reconstruct the dataframe 

The operator of the ternary optical computer is 

composed of several simple primitives. After the 

processor bit allocation is completed, each 

processor bit corresponds to the reconstruction 

instruction of the relevant operation rule. The 

reconstruction format frame is shown in Figure 4: 

Frame type flag: It is identified by a data bit. The 

value of this bit is 1 for reconstructed frame and 0 

for data frame. 

Reconstructed frame type valid flag: 1 bit, the 

value of this bit is 1 means the reconstructed 

frame is valid, 0 means invalid. 

Reserved: 6 bits, which are used as extension 

bits for subsequent development, and are also 

composed of frame type valid flag and frame type 

flag 
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One byte is convenient for task management 

software and lower computer control software to 

analyze. Reserved bits are currently set to all 0s. 

Internal task number: corresponding to the 

variable ID, the number of the SZG file in all 

tasks. 

Number of operation types: It means that the 

SZG file contains several types of operations. 

Operation Type: The corresponding calculation 

type in the SZG file. 

Start Bit Order: The start bit on the optical 

processor of a calculation type in the SZG file. 

Number of processor bits: The total number of 

processor bits required for each operation. 

Parameter area: Indicate several parameters of 

this type of transformation. 

 

Figure 4. Operation request data format 

Reconstruction code area: used to store the 

reconstruction code of each operation in the SZG 

file. Frame type flag, reconstructed frame type 

The valid flag bit and task number are 

determined by the task management software 

according to the actual situation of the task 

calculation. The number of operation types is 

obtained by parsing the number of calculation 

marks in the SZG file, and the number of 

operation types is obtained by parsing the 

3) Calculator generating function 

a) Function and calling timing: In the 

architecture of the ternary optical computer 

monitoring system, after the lower computer 

receives the operation request sent by the upper 

recorder, it now searches the compound operator 

table for the compound operator that meets the 

calculation rules of the operation request. 

Allocate an operator for the calculation request. If 

it is not found or during the operation of the 

connected user, the user chooses to create a new 

operator to experience the characteristics of the 

ternary optical computer. 

b) Step: 

Step 1: First determine the operation rules of 

the operation request (binary logic, three-valued 

logic, MSD addition, decimal addition); 

Step 2: When the operation rule is a binary 

logic operation or a ternary logic operation, 

subdivide the operation rule into not, NAND, 

NOR, OR, AND, XOR operation, and input two 

or three English words mu as logical symbols; 

Step 3: When the user inputs data on the client 

side, it is in the form of a truth table, and after 

determining the value in the truth table, determine 

the maximum number of digits of the data 

(determine the maximum number of digits that the 

operator can process); 

Step 4: Add the newly created calculator to the 

composite calculator data table, and increase the 

number of calculators in the monitoring system by 

one. 

4) Reconstructed latent image group generating 
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function 

This function is used to generate the 

reconstructed latent image group of the composite 

operator, and to complete the operator 

reconstruction, first initialize a structured array to 

store the reconstructed latent image data. The 

steps to generate reconstructed latent image data 

are as follows: 

a) Receive operation data: After the server 

receives the operation data sent by the client, the 

host computer mounts the operation request on 

the task list; 

b) Select a computing task: the lower 

computer selects a computing task according to 

the priority of the computing request, or when the 

user experiences the ternary optical computer to 

choose the computing device reconstruction by 

itself, and analyzes the computing task of the 

user; 

c) Generate reconstruction instructions: 

generate operator reconstruction instructions 

through the encoder control signal module to 

analyze the amount of operation in the operation 

task and the operation rules; 

d) Grouping of latent image values: 

According to the operation rules (two-valued 

logic, three-valued logic, etc.), the reconstruction 

instructions are grouped and stored, and the 

reconstructed values are mapped to the LCD 

panel; 

e) Hardware reconstruction: The 

reconstruction register uses the reconstruction 

code of the liquid crystal pixel to complete the 

reconstruction of the arithmetic unit. 

III. PROBLEM DESCRIPTION 

Any computing task running on an optical 

computer or an electronic computer is inseparable 

from the operating system's task scheduling and 

memory allocation. The ternary optical computer 

needs to deal with huge amounts of data. Effective 

management of the operation data is one of the 

solutions to improve the computing efficiency of 

the ternary optical computer. 

Virtual memory is proposed to solve the 

problem that the existing memory cannot meet the 

memory needs of a large process, and it is one of 

the technologies often used by computer operating 

systems. Each process has an independent logical 

address space, and the memory is divided into 

several "pages" of size. Each page is a continuous 

address. For a process, there are many logical 

memory spaces, some of which correspond to 

physical A piece of memory, and a part of the 

unloaded memory corresponds to the hard disk. 

The continuous single allocation memory 

management method is used to manage physical 

memory, and is mainly divided into single 

continuous storage management and partitioned 

storage management. 

A. Single Continuous Storage Management 

The single continuous storage management 

method divides the memory into two parts: the 

system area and the user area; the application 

program is loaded into the user area, and the 

application program can use all the space of the 

user. This method is suitable for a single user and 

a single operating system. Although it is easy to 

manage, once all the programs are loaded into the 

memory, it means that the programs that are not 

frequently used will also occupy part of the 

memory. 

B. Partitioned storage management 

Partition management is proposed to support 

multiprogramming systems and time-sharing 

operating systems, and multiple programs are 

executed concurrently. The commonly used 

method is called memory compaction. Partitioned 

storage management divides memory into a 
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number of equal or unequal sized partitions, one 

of which is occupied by the operating system and 

the rest used by applications, each application 

occupying one or several partitions. Although 

partitioned storage management can support 

concurrency, it is difficult to share memory 

partitions. Partitioned storage management 

introduces new problems: internal fragmentation 

and external fragmentation. 

1) Fixed partition 

The characteristic of fixed partition is that the 

memory area F is divided into several consecutive 

partitions of equal size. Although this kind of 

general is easy to implement, it will cause waste 

of memory fragmentation and limit the number of 

programs. 

2) Dynamic Partitioning 

The characteristic of dynamic partition is to 

create partition dynamically. When the program is 

loaded, the operating system divides the program 

into batches or changes the size of the partition 

according to the initial requirements. The idea of 

the algorithm of the too partition is to find a 

suitable free partition for a program. If the free 

partition is larger than the original need, it will be 

divided into two parts, one of which is marked as 

occupied, and the other is marked as free. The 

order of partition allocation is usually from the 

low end of the memory to the high end. One thing 

to pay special attention to about dynamic rage 

release is to merge adjacent free regions into 

larger memory regions. Commonly used partition 

allocation methods mainly include: first-fit 

method, first-fit algorithm, best- fit algorithm, and 

worst-fit algorithm. 

IV. ALGORITHM DESIGN 

A. Data Classification 

In the monitoring architecture, the data is 

divided into operation data and operation data. 

The user submits the data operation problem to the 

TOC in the form of SZG file, because the SZG 

file data submitted by the user is uncertain. 

According to the large number of ternary optical 

processors, in general, the task management 

software classifies tasks according to the SZG file 

data format according to a certain strategy, 

generates different task queues, operates on 

different task queues, and improves the 

performance of the ternary optical computer. 

Overall efficiency, task division strategies are 

roughly divided into the following categories: 

calculation type-based strategy, priority-based 

strategy, payment-based strategy, business 

behavior-based strategy, and data-volume-based 

strategy. Strategy: divide computing tasks into 

large tasks and micro tasks. Operation data is 

divided into: operation data, operation rules, 

reconstruction instructions, compound operator 

table and operation results. 

B. Allocate memory space 

1) Big task 

For the entire workflow of the TOC monitoring 

system, after the server has sorted out the 

operation requests sent by the client, the partner 

algorithm allocates free memory blocks for a task, 

and creates a dynamic linked list to store some 

operands, Variables such as operation rules and 

priorities [12]. 

For the large task of the ternary optical 

computer: a large task occupies an optical 

processor, this strategy can completely avoid 

reorganizing the original data and extra data, and 

also avoid the invalid state of the TOP part of the 

partition, improving the system efficiency ; 

Construct calculators with the same working time 

or the same number of iterations as a composite 

operator to manage the data input and result 

output of this group of calculators in a unified 

manner, which can simplify the complexity of 
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data scheduling; In other words, the more 

calculators each compound operator contains, the 

less the number of compound operators, and the 

easier it is to manage them in groups; in addition, 

the number of bits of the ternary optical processor 

can be allocated according to the compound 

operators , but considering that the number of bits 

of the composite operator is much smaller than 

that of the optical processor, multiple composite 

operators can be constructed on the optical 

processor, including constructing different 

composite operators at different positions of the 

optical processor In order to improve the overall 

efficiency, it is stipulated that the optical 

processor should process a large task 

uninterrupted; according to the ternary optical 

processor The computer uses an electronic 

computer as an auxiliary PC. It can be known that 

the memory of the PC is limited, and all the data 

in a SZG file cannot be preprocessed at the same 

time. The data can only be divided into blocks 

according to the size of the PC memory, and the 

PC reads a piece of data at a time. Processing, the 

operand code generated after processing the data 

is sent to the TOP encoder for data operation; 

according to the SZG file format, the calculation 

of a SZG file data can contain different quantities, 

when a calculator in the compound operator When 

there are more calculators than other calculators, 

some calculators have already played with the 

calculator, while other calculators are still waiting 

for the data, which will cause the event to idle and 

reduce the work efficiency. To refine the specific 

structure of the composite processor, the idling of 

the entire composite operator is minimized. 

There is a large task T. It is known that a large 

task SZG file can store 1TB of data. The process 

of allocating a memory block of order to T by the 

partner algorithm is as follows: In the partner 

system, all memory blocks are 2 The system 

searches for a free memory block larger than T in 

the free_area array. The upper limit of the number 

of free_area elements is MAX_ORDER, and a 

variable current is defined to record the order of 

the currently found free memory block. If the 

system finds that the subscript of the array 

element is MAX_ORDER-1 and cannot be found, 

the erase search fails, indicating that the allocation 

requirements of task T cannot be met, and a null 

pointer is returned, indicating that the memory 

allocation failed; if the search succeeds, the order 

of the found Assign it to current, remove the home 

page descriptor of the first free memory block 

from the current free list, the pointer page points 

to the array element, reduce the number of the 

current element free list by one (free_area 

[current]. nr_free), set one the variable m records 

this value. If current is greater than order, it means 

that the memory block is larger than the requested 

memory block and needs to be divided twice, and 

the current-order memory block is divided into 

two current-1-order memory blocks, using B L 

and B H respectively records the two memory 

blocks located at the low address and the high 

address, using the page descriptor pointer to point 

to B L , and using page+2current to point to the 

page descriptor of BH; insert BH into the idle 

current-1 level In the linked list, set the m value of 

current-1 order plus one, modify the page 

descriptor of B H by page+2 current+1, calculate 

the value of current-1, if it is still greater than 

order, continue to divide until the remaining 

memory blocks The order is equal to order , point 

the page pointer to the home page descriptor of 

the remaining memory block, and subtract 2 from 

the entire page frame number to complete the 

memory block allocation of task T. 

2) Microtasks 

The data calculation amount of microtasks will 

not exceed that of large tasks, so if there are 

multiple microtasks with similar calculation rules, 

they can share the same compound operator or the 
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calculator in the corresponding operator, reducing 

the number of reconstructions of the operator. 

Completing the calculation of multiple tasks 

within a time, reducing event idling, and 

improving system work efficiency; if the 

calculation rules of micro-tasks are different, it is 

necessary to reconstruct the calculator, but due to 

the relatively small amount of tasks, the 

calculation speed will be higher than that of large 

tasks. But for a ternary optical computer, the 

larger the amount of data, the more tasks, the 

higher the work efficiency, and the more the 

advantages of the ternary optical computer can be 

demonstrated. Suppose that the SD16 monitoring 

program receives two micro-tasks T1 and T2 from 

the client, and now allocates memory blocks of 

order1 and order2 for them. Obviously, the 

amount of data in the SZG file of a microtask 

must be smaller than that of a large task. As 

mentioned above, the same operator can be used 

to complete the data operation of multiple 

microtasks at the same time. Therefore, for the 

memory allocation of microtasks, improve system 

resource utilization by allocating a large block of 

memory for multiple microtasks. The process of 

allocating space is similar to that of large tasks, 

except that the size of the free memory block to be 

searched in the dynamic linked list should be 

greater than the sum of order1 and order2, and 

then it is divided. Update the number of free lists 

in the free_area array in time. 

3) Working principle 

For the TOC monitoring system, the type of 

user data, the amount of data, and the calculation 

rules received by the server may be very different 

each time. If fixed partition allocation is adopted, 

the memory space allocated to the task will be 

insufficient or there is still space left(internal 

fragmentation),resulting in waste of resources; 

while dynamic partition allocation may result in 

external fragmentation and waste of resources. 

As mentioned above, fixed partitions limit the 

number of processes to execute, and when the 

process size does not match the memory space, 

the utilization of the memory space will be greatly 

reduced. The dynamic partitioning method has 

complex algorithms, high system overhead, and 

external fragmentation. The partner algorithm can 

compromise the deficiencies of the above two 

methods. 

Create an array in the buddy system to keep 

track of free memory blocks. Suppose now that 2 

pages of memory are to be allocated, the partner 

system will look in the book to see if there is free 

memory larger than required. If there is, it will be 

divided into two parts, and the allocated memory 

block will be divided into two parts according to 

the power of 2. Array free list. 

C. Related data structures 

The Linux kernel divides physical memory 

management objects into three levels: nodes, 

regions, and page frames. Organize these three 

data structures together; the global array 

mem_map stores the page descriptor, and the 

pointer zone_mem_map is created in the zone 

descriptor to point to the starting page frame page 

descriptor of the corresponding memory area. 

Concatenate all node descriptors into a linked list, 

creating a pointer to the first node descriptor. 

Create a free_aera array to track free memory 

blocks. The array has a maximum of max_order 

elements. Each element contains the head node of 

the free list (freee_list) and the length of the free 

list (nr_free) two attributes; the top of Figure 5 for 

an array that records the free memory as soon as 

possible, the following is the memory usage. The 

data sorting module on the server side of the TOC 

monitoring system sorts the operation request 

(Figure 4) sent by the client to generate the 

request scheduling operation request, and then 

inserts it into the operation request list according 
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to the priority. The meeting algorithm allocates 

space for a request based on its size. 

D. Memory block recycling 

The buddy system refers to two free blocks of 

equal size, adjacent, that can be synthesized into 

higher-order memory blocks as buddies. During 

the merging process, first determine that the 

memory blocks reclaimed with equal bands are 

partners with each other. If the partners are in an 

idle state, the two are merged into a higher-order 

memory block, and the process is repeated until 

the merged memory block has reached the highest 

order. The merger of partners should also be 

discussed in categories: partners on the left, 

partners on the right. 

 

Figure 5. Idle Chain List and Memory Block Distribution Diagram 

 The partner is on the left: 


kpb 2  

The index of the first page of the k-1 memory 

block formed by the merger is b and it satisfies 

that b is divisible by 2k+1, so the lowest k+1 bits 

of the binary form of b are all 0, so b[k]= 0, set 

b[k] to 1 to get p, so p[k]=1, 

 pp '  

 The partner is on the right:  


kp 2b   

The index of the first page of the memory 

block of order k+1 is merged to form p, and p is 

divisible by 2k, so the lowest k+1 bits of the 

binary form of p are all 0, so p[k]=0. Among them, 

p is an integer, p[k] represents the bit k in the 

binary form of p, 

 b'p  

According to  

 kpb  

The calculation of the partner home page index, 

the merged high-order memory block home page 

index can be calculated, and then the partners can 

be merged. 

 bpp '  
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E. Data storage method 

The research content is based on the 

architecture of the ternary optical computer 

monitoring system, in which the operation data is 

stored in the form of SZG files, and the operation 

data is stored in the form of a data table. The 

developed two worksheets include the original 

data and the corresponding calculation results, a 

user-defined compound operator. The two tables 

are designed with a compound operator named 

associative key. 

 The compound operator table includes the 

compound operator name, the compound 

operator structure, the last used time, the 

calculators contained in the compound 

operator, the calculator calculation rules, 

and the compound operator's same name 

serial number (convenient for users to 

define the same name operator) 

 Original data: In the online user operation, 

the user can create a compound operator by 

himself, so it is necessary to define an array 

to store the operator used for the operation 

data (the array element is a structured 

array), and the subscript is the operator bit 

sequence. Each bit of data input by the user 

is regarded as a character, and each 

character is converted into a 

communication internal code (01, 00, 10) 

according to the user's operation rules 

(two-valued logic, three-valued logic, MSD 

addition); 

 Operation result: The composite operator 

returns the optical data after completing the 

data operation. After decoding the optical 

data, it outputs the ASCII code data and 

returns it to the client user interface. The 

operation data includes: the number of 

generated liquid crystal pixels, the 

operation result pointer, the operation to be 

involved in the operation result to form a 

sequence table, the field length (the number 

of bytes occupied by the operation result), 

and the operation result data. 

F. Data call timing 

1) Operation data 

After receiving the operation request sent by 

the client, the upper record of the client sorts it out, 

and finally mounts it on the operation request 

linked list, and then completes the task scheduling 

according to the priority timing scheduling 

algorithm, selects an operation request and sends 

it to the next crisis, the lower computer The 

operation data is analyzed to generate 

corresponding reconstruction instructions and 

encoded signals. 

2) Algorithm 

The lower computer performs hardware 

reconstruction according to the operation rules of 

the operation request, and allocates processor 

resources for the operation tasks. The processor 

resources include an operator, a reconstruction 

register, and an encoder. 

3) Refactoring instructions 

The ternary optical computer will reconstruct 

the operator according to the user's calculation 

request. In the online user operation, the user 

creates a compound operator name to experience 

the characteristics of the ternary optical computer. 

After receiving the compound operator name 

created by the user, the reconstruction register 

generates reconstruction instructions according to 

the user's data operation rules, and reconstructs the 

hardware module. Call the refactoring instruction 

to complete the refactoring of the operator. 

4) Compound Operator Table 

According to the operation request sent by the 

upper computer, the lower computer searches the 

compound operator table for the compound 
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operator that meets the operation rules of the 

operation request; or in the operation of the 

connected computer user, the user creates the 

compound operator to complete the calculation of 

the operation task, and the creation is completed. 

Then update the data in the compound operator 

table. 

5) Operation result 

SD16 monitoring system will first encode the 

operation task into optical data, and perform 

operation on the optical data. After the optical 

data operation is completed, the camera will be 

used to collect information. The decoding module 

generates the operation result in the form of 

ASCII code, and finally inserts the operation 

result into the operation result linked list, and 

retrieves the operation result that has completed 

the operation and returns it to the client for display 

to the user. If the operation task has not been 

completed, call the existing operation result to 

complete the operation when the next operation is 

performed. 

V. SUMMARY AND OUTLOOK 

A. Summary 

The data management of ternary computer 

monitoring program software should have the 

following functions: save the operation data and 

operation data in the monitoring program, save the 

user-defined compound operator, original data and 

corresponding operation results in the form of a 

data table. The data table file is tracked and 

updated in real time, and data is exchanged with 

the array, including functions such as retrieval, 

deletion, copying, and modification, which are 

provided to each module call of the monitoring 

program software. 

B. Outlook 

As a new type of computer, the ternary optical 

computer has gradually improved its theoretical 

system structure and entered the practical stage 

after nearly 20 years of research and development, 

and gradually entered people's field of vision. 

How to effectively manage the computer data that 

has a large number of data bits in a ternary 

computer and can be allocated by the processor on 

demand is also a problem that many scholars are 

paying attention to at this stage. Effective data 

storage can improve the computing efficiency of 

the ternary optical computer. This paper the 

research content is based on the many research 

results of the research team. For the SD16 

monitoring program software that has been 

developed, this paper is the first to study the 

optical computer data management and propose a 

set of management plans. The data is classified 

and stored, and then a reasonable storage space is 

allocated for the data, and the data is updated in 

time to be called by each module of the 

monitoring program software, and the space is 

released in time after the data is used. According 

to the research tasks at this stage, there are still 

some imperfections in this paper. In the future use 

process, the details of the scheme will be 

gradually improved, and new technologies and 

strategies will be explored. 
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Abstract—Aiming at the problems of low object 

detection accuracy due to complex background and 

insufficient semantic information of shallow features in 

the object detection SSD algorithm, this paper improves 

the existing SSD algorithm. First, the original vgg16 

network is replaced by the ResNet50 network, and the 

residual network structure as well as the Batch 

Normalization layer are added, which are used to 

improve the accuracy of the feature extraction network; 

Second, a feature fusion module is designed to fuse 

adjacent feature maps to improve the detection effect by 

integrating contextual information; Third, the SE 

attention mechanism is introduced to give channel 

weights adaptively and enhance the useful feature 

channels; Finally, the object detection analysis 

experiments are conducted on the PASCAL VOC2012 

dataset. The experimental results show that the 

improved SSD algorithm in this paper is able to achieve 

an mean average precision of 72.7% in the data set, 

which is 2.1% better than the original SSD-VGG16 and 

greatly improves the object detection effect. 

Keywords-Object Detection; Feature Fusion; Attention 

Mechanism; SSD Algorithm 

I. INTRODUCTION 

Object detection has become one of the 
important research directions in the field of 
computer vision. Its essence is to find the desired 
target in a complex background image, give the 
location information of the target, and judge its 

class. Object detection technology is widely used 
in face recognition, medical field, traffic research 
and other aspects [1]. 

Object detection based on deep learning can be 
divided into two groups: two-stage object 
detection method based on region proposal and 
one-stage object detection method based on 
regression [4].In the two-stage series, represented 
by a series of algorithms of regional convolutional 
neural network (r-cnn), the task of the first stage is 
to generate a group of target candidate regions, 
and then send these candidate regions to the 
second stage. Then coordinate regression and 
classification are carried out to gradually realize 
end-to-end object detection. Although the 
detection accuracy has been improved, the 
detection speed is slow due to its large network 
parameters [6].One-stage series algorithms are 
represented by single-detector YOLO and single-
network multi-scale detector SSD. It discards the 
stage of extracting candidate regions in the two 
stage method, and directly obtains the category 
probability and location of the target, making its 
network structure simpler. Compared with the two 
stage object detection method, the detection speed 
of this method has been improved to a certain 
extent, but the localization accuracy has decreased, 

mailto:yujun@xatu.edu.cn
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and there is still a problem that the model 
parameters are too large [6]. 

SSD [20] (full name: Single Shot Detection) is 
a typical algorithm of one-stage object detection 
method. In order to detect objects of different 
scales, it uses shallow feature maps to detect small 
objects, and uses deep feature maps to detect large 
objects. 

The SSD algorithm encapsulates the target 
location and target prediction in the forward 
operation, and can directly generate the category 
probability and position coordinate value of the 
object. The final detection result can be obtained 
by only one step detection. Although the detection 
speed is faster, the positioning accuracy is 
decreased. SSD algorithm uses shallow high-
resolution feature layer. Due to the lack of feature 
expression ability of this layer, there may be 
missed detection and false detection when 
detecting small-scale targets. 

In order to avoid the above problems, this paper 
improves the standard SSD object detection 
algorithm. The residual network structure is 
introduced, and the adjacent feature maps are 
fused. At the same time, the SE attention 
mechanism experiment is carried out on the 
PASCAL VOC2012 dataset. 

II. SSD ALGORITHM PRINCIPLE 

Liu et al. proposed SSD algorithm [20] in 2015, 
which combines the advantages of Yolo's fast 

speed and fast rcnn's accurate positioning. The 
main innovations of SSD algorithm are as follows: 
(1) extracting feature maps at different scales; (2) 
using prior boxes with different aspect ratios. 
These two important improvements enable SSD 
algorithm to efficiently detect targets with 
different scales [20]. 

The network structure of SSD is shown in 
Figure 1.Its detection framework [20] consists of 
two sections: feature extraction network and multi-
scale feature detection network. The feature 
extraction network adopts the VGG16 network 
structure for the preliminary extraction of image 
features. Since the SSD network only needs to 
extract features without classification in this part, 
the fully connection layer in VGG16 is replaced 
by the convolution layer. The second part is used 
to detect the predicted feature maps of different 
scales generated by the feature extraction network. 
The spatial resolution of the shallow feature map 
is higher than that of the deep feature map, which 
can more accurately identify the detailed 
information such as the edge, contour and texture 
of the image [18].The deep feature map has a large 
receptive field and strong information 
representation ability, but it lacks detailed 
information compared with the shallow feature 
map detect smaller sized targets and the deep 
feature map detect larger targets. 

 

Figure 1. Schematic diagram of SSD network structure 
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A.  Feature extraction network 

SSD adopts multi-scale feature detection in 
object detection. The size of the input image can 

be 300×300、512×512 [18], etc. The original SSD 

basic network uses VGG16 as the backbone 
network. The multi-scale pyramid feature map is 
generated by adding several convolution layers 
with gradually reduced size to the basic network: 
First, the FC7 layer in VGG16 is replaced by the 
convolution layer Conv7, and all dropout layers 
and FC8 layers are removed; Secondly, the feature 
layers Conv8, Conv9, Conv10 and Conv11 are 
added. The SSD network uses the Conv4_3 layer 
in vgg16 as the first prediction feature map, and 
the feature maps obtained from the Conv7, 
Conv8_2, Conv9_2, Conv10_2, and Conv11_2 
layers as the subsequent prediction feature maps. 

So, a total of 6 prediction feature maps with 
different scales are obtained. Taking the input 
image size of 300×300 as an example, the size of 
the six predicted feature maps obtained by the 
feature extraction network are 38×38, 19×19, 
10×10, 5×5, 3×3, 1×1. 

B.   Multi-scale feature detection network 

For the six predicted feature maps, each cell of 
each predicted feature map will extract k = 4 to k 
= 6 default boxes according to different aspect 
ratios, and finally obtain 8732 prior boxes. If the 
size of a feature map is H×W, it means that 
H×W×k default boxes will be generated on this 
feature map. The k values on the six predicted 
feature maps are: 4, 6, 6, 6, 4, 4.The size and 
number of default boxes generated by each feature 
map are shown in Table Ⅰ. 

TABLE I.  DEFAULT DIMENSION AND QUANTITY OF FEATURE MAP 

Feature Map 

Width and 

height of the 

feature map 

Default boxes size 
Number of 

default boxes 

Feature Map1 38 x 38 
21{1/2,1,2};

 45 x 21
{1} 

38 x 38 x 4 

Feature Map2 19 x 19 
45{1/3,1/2,1,2,3};

99 x 45
{1} 

19 x 19 x 6 

Feature Map3 10 x 10 
99{1/3,1/2,1,2,3};

153 x 99
{1} 

10 x 10 x 6 

Feature Map4 5 x 5 
153{1/3,1/2,1,2,3};

207 x 153
{1} 

5 x 5 x 6 

Feature Map5 3 x 3 
207{1/2,1,2};

261 x 207
{1} 

3 x 3 x 4 

Feature Map6 1 x 1 
261{1/2,1,2};

315 x 261
{1} 

1 x 1 x 4 

 

After obtaining all default boxes, we will 
calculate the scores of c categories and 4 
coordinate offsets (boundary box regression 
parameters) for each default box: For the M×N, P-
channel predicted feature map, two 3×3 
convolution kernels of P channels are used to 
generate probability scores and coordinate offsets 
of corresponding default boxes. Let s be the 
number of all default boxes on these six prediction 
feature maps, then the number of convolution 
kernels required for calculating the category is s × 
c, and the number of convolution kernels required 
to calculate the coordinate offset is s × 4. 

The loss function of multi-scale feature 
detection network is divided into two parts: 

category loss and position offset loss. The 
calculation formula of the target loss function is 
shown in (1). Among them, N is the number of 

matched positive samples, α is 1, ),( cxLconf  is the 

predicted category loss, ),,(loc glxL  is the position 

offset loss. 

 )),,(),((
1

),,,( glxLcxL
N

glcxL locconf   

For the predicted category loss, the calculation 
formula is shown in (2). 
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is the category probability p of predicting 

the GT box corresponding to the i-th default box. 
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matched by the i-th default box. 
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

is the probability that the i-th default box is 

predicted to be the background.  

The equation of positional offset 

loss ),,(loc glxL  is shown in (3). Among them, 
m

il is the predicted regression parameters (center 

coordinate x, center coordinate y, width w, height 

h) corresponding to the i-th positive sample;
m
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the coordinate of the j-th GT box matched to the 

positive sample i; 
m
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m
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 is the regression parameter 
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box and the coordinates of the j-th GT box 
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III. IMPROVED SSD NETWORK STRUCTURE 

The improvements in this paper based on the 
SSD algorithm include: 

1) In this paper, ResNet50 network is used as a 
feature extraction network. First, the step of the 
first Residual structure of the Conv4 layer in the 
ResNet50 network is changed from 2 to 1; second, 
the structures of Conv5, Avg Pool, FC and 
Softmax behind the Conv4 layer are deleted, so 
the first predicted feature map is obtained; finally, 
five downsampling operations are added after the 
first predicted feature map. Among them, the 
Batch Normalization layer is added after each 
convolution operation; in addition, the bias 
parameter terms in the convolution operation and 
the weight decay of the parameters of the Batch 
Normalization layer are removed. The network 
structure is shown in Figure 2. 

2) A total of 6 predicted feature maps are 
obtained from the operation of 1). To enhance the 
semantic information of the feature maps, the 
shallow feature maps are fused with the deep 
feature maps to obtain the new prediction feature 
maps. The new prediction feature maps are input 
to the network for subsequent operations. 

3) Introducing the SE attention mechanism. 
After the fused predicted feature maps are input to 
the SE attention module, the SE attention 
mechanism obtains the importance of each 
channel in the feature maps. Based on this 
importance level, the SE attention mechanism 
assigns a weight value to each feature channel so 
that the feature channels that are useful for the 
current task are enhanced and the feature channels 
that are not useful for the current task are 
suppressed. 
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Figure 2. Schematic diagram of the base network with improved SSD 

 

A.  The Improvement of Backbone Network  

In this paper, the backbone in the SSD network 
is replaced by the VGG16 network with the 
ResNet50 network. In the object detection 
algorithm, the selection of the classification 
network has a significant impact on the 
performance of the algorithm. Removing the fully 
connected layer and loss layer from the 
classification network will get the basic network 
part of the object detection algorithm.VGG16 
consists of 13 convolutional layers, 3 fully 
connected layers and 5 pooling layers. The 

outstanding feature of vgg16 is its simple structure, 
which is easier to build by stacking several 
convolutional and pooling layers. However, the 
disadvantage of VGG16 is that the number of 
layers is shallow and the feature extraction is not 
sufficient[8].The ResNet50 network consists of a 
series of Residual structures and uses Batch 
Normalization to accelerate the training; and the 
ResNet50 network is much smaller than VGG16, 
and its speed and accuracy are superior to VGG16. 
Therefore, in this paper, ResNet50 is chosen to 
replace the VGG16 network in the SSD network. 
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B.  Feature Fusion 

The shallow feature maps are large in size and 
contain sufficient detail information, but too little 
semantic information. The deep feature maps have 
large receptive fields and contain sufficient 
semantic information, but detail information is 
gradually lost as the receptive field increases [3]. 
Therefore, fusing features of different scales is an 

important means to improve the performance of 
object detection. In this paper, bilinear 
interpolation is used to achieve upsampling, which 
increases the image resolution and retains more 
feature information; the concatenate method is 
used to stitch the shallow feature map with the 
deep feature map in the depth direction. The 
feature fusion method is shown in Figure 3. 

 

 
Figure 3. Schematic diagram of the fusion of shallow features and deep features 

Taking the fusion of Conv4 feature layer and 
Conv7 feature layer as an example, as shown in 
Figure 3(a), the specific fusion is as follows: 

1) First, the Conv7 feature layer is first 
upsampled by bilinear interpolation, Batch 
Normalization and linear activation (ReLU), so 
that the width and height of the feature map of this 
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layer are the same as the width and height of the 
feature map of the Conv4 layer. Then, the feature 
map of size 38×38×512 is obtained. 

2) Second, the feature map obtained from the 
Conv7 layer is concatenated with the feature map 
from the Conv4 layer to obtain a feature map of 
size 38×38×1536. 

3) Finally, the feature map of size 38×38×1536 
is subjected to a 3×3 convolution, batch 
normalization and linear activation (ReLU) to 
obtain the final first predicted feature map. 

In Figure 3(b), the feature maps of the Conv7 
layer are fused with the feature maps of the 
Conv8_2 layer, and the obtained feature maps are 
used to replace the feature maps of the Conv7 
layer.  

In Figure 3(c), the feature maps of the Conv8_2 
layer are fused with the feature maps of the 
Conv9_2 layer, and the feature maps of the 
Conv8_2 layer are replaced with the resulting 
feature maps. 

In Figure 3(d), the feature maps of the Conv9_2 
layer are fused with the feature maps of the 
Conv10_2 layer, and the feature maps of the 
Conv9_2 layer are replaced with the obtained 
feature maps. 

In Figure 3(e), the feature maps of the 
Conv10_2 layer are fused with the feature maps of 
the Conv11_2 layer, and the feature maps of the 
Conv10_2 layer are replaced with the obtained 
feature maps. 

The operation flow of their fusion is similar to 
Figure 3(a), and the final size of the new predicted 
feature layers are obtained as: 

38×38×1536,19×19×1024,10×10×768,5×5×51
2,3×3×512,1×1×256. 

C.  SE attention mechanism 

SENet emerged to solve the loss problem 
caused by the different importance of different 
channels of the feature map in the convolutional 
pooling process. In the traditional convolutional 
pooling process, each channel of the feature map is 
equally important by default. In real-world 
problems, the importance of different channels 
varies. SENet can adaptively recalibrate the 
channel feature responses by explicitly modeling 
the interdependencies between channels. The role 
of SENet is to obtain the weights of each channel 
of the incoming feature map, allowing different 
channels to have different effects on the task 
results with different weights. So, the use of 
SENet allows the network to focus on the channels 
that need to play the most role in the detection task. 

The process of SEblock is divided into two 
steps: Squeeze and Excitation. 

(1) Squeeze: Obtaining the global compressed 
feature volume of the current feature map by 
performing Global Average Pooling on the 
feature map layer. 

(2) Excitation: The weights of each channel in 
the feature map are obtained by a two-layer fully 
connected bottleneck structure, and the weighted 
feature map is used as the input of the next layer 
of the network. 

 
Figure 4. Schematic diagram of SE module 

The four steps of the SE attention mechanism 
are illustrated in Figure 4, as follows: 

(1) Performing global average pooling of the 
input feature maps. 
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(2) Performing two full connections, the first 
with a smaller number of fully connected neurons 
and the second with the same number of fully 
connected neurons as the number of channels of 
the input feature map. 

(3) After completing two full connections, the 
weights (between 0 and 1) of each channel in the 
input feature map are obtained by performing 
another Sigmoid to fix the value between 0 and 1. 

(4) After obtaining this weight value, multiply 
this weight value by the input feature map. 

The feature map contains a large number of 
channels, and the judgment of the network varies 

from channel to channel. Some channels contain 
rich information and some channels hardly play a 
role. The purpose of introducing the SE attention 
mechanism is to make full use of the feature 
channels that contain important information. The 
SE attention mechanism is added to the back of the 
six predicted feature maps obtained after feature 
fusion, so that it adaptively assigns weights to each 
channel in the feature maps, strengthening the 
useful feature channels while suppressing the 
useless ones. The SSD model with the added SE 
attention mechanism is shown in Figure 5. 

 

 
Figure 5. Schematic diagram of the network model with improved SSD 

IV. EXPERIMENTAL PROCEDURE AND ANALYSIS 

OF RESULTS 

A.  Preparation of dataset and development 

environment  

This experiment uses the PASCAL VOC2012 
dataset, which contains 11530 images and 27450 
targets labeled. There are 20 categories of targets 
to be recognized in this dataset, which are divided 
into four main categories: Vehicles, Household, 

Animals, and People; Vehicles class include Aero 
plane, Bicycle, Boat, Bus, Car, Motorbike, and 
Train; Household class contains: Bottle, Chair, 
Dining table, Potted plant, Sofa, TV/Monitor; 
Animals class contains: Bird, Cat, Cow, Dog, 
Horse, Sheep. The images in the dataset are 
annotated with corresponding XML files for the 
location and class of the target [4]. 

The environment used for the experiments is 
shown in Table Ⅱ. 
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TABLE II.  ENVIRONMENT CONFIGURATION TABLE 

Hardware 
Processor Intel(R)Core(TM) i7-6500U 

Video Cards GeForce_RTX_2080_Ti 

Software 

Operating System  windows10 

Deep Learning Framework pytorch-gpu 

Compiler Language python 

Compilers pycharm 

B.  Evaluation Indicators 

To comprehensively evaluate the accuracy of 
the SSD algorithm in detecting targets, this paper 
chooses to use the Mean Average Precision (mAP) 
as the evaluation criterion. MAP represents the 
average of all Average Precision (AP), and each 
Average Precision(AP) is measured using the 
intersection over Union (IOU). Samples with IOU 
above the threshold are positive samples, and 
samples below the threshold are negative samples. 
The calculation of AP requires Precision, Recall, 
as shown in (4): 







1

0

)(

FN)TP/(TPRecall

FP)+TP/(TP=Presion

drrpAP

 

Among them,TP is the positive sample with 
positive prediction, FP is the negative sample with 
positive prediction, FN is the positive sample with 
negative prediction, and p(r) is the precise-recall 
curve. 

C.  Setting of training parameters 

TABLE III.  TRAINING PARAMETERS SETTING TABLE 

Parameter                             Value 

learning rate                         0.0005 

 momentum                           0.9 
weight_decay                       0.0005 

 batch size                             16 

epoch                                   50 
step_size                              5 

D.  Experimental results and analysis 

In the experiments, transfer learning strategy is 
used to reduce the training difficulty and improve 
the detection results. The improved SSD algorithm 
in this paper is trained on the ResNet50 pre-
training model, and its loss function remains the 
same as that of the original SSD-VGG16 
algorithm. After the training, the improved 

algorithm in this paper produces the loss curve 
shown in Figure 6. From this figure, it can be seen 
that the algorithm in this paper starts to converge 
when the iteration reaches the 25th epoch. The 
final training loss value is 2.72.  

 

Figure 6. Loss curve of improved SSD algorithm 

The distribution of mAP values is shown in 
Figure 7. It can be seen that the mAP value 
reaches a maximum of 72.67%, which is an 
increase of 2.1% over the original SSD-VGG16 
network. 

 
Figure 7. mAP graph of improved SSD algorithm 

In this paper, the SSD-VGG16 algorithm, the 
SSD-ResNet50 algorithm and the improved 
algorithm of this paper are respectively trained and 
validated on the PASCAL VOC2012 dataset. And 



International Journal of Advanced Network, Monitoring and Controls     Volume 07, No.03, 2022 

89 

we calculates the mAP of each algorithm to detect 
the target. From Table Ⅳ, we can see that the 
mAP of the improved algorithm in this paper 
improves from 70.6% to 72.7% compared with the 
original SSD-VGG16 algorithm, thus the detection 
effect of this paper's algorithm is better than the 
original SSD algorithm. 

TABLE IV.  COMPARISON OF DETECTION RESULTS OF DIFFERENT 

ALGORITHMS ON THE PASCAL VOC2012 DATASET 

Algorithm                                       mAP 

SSD-VGG16                                   70.6% 

SSD-ResNet50                                72.1% 

The improved algorithm                 72.7% 

V. CONCLUSION 

In order to improve the detection accuracy of 
SSD algorithm for object detection, this paper 
improves the network structure of SSD object 
detection algorithm, and introduces multi-layer 
feature fusion module and channel attention 
mechanism. Multi-layer feature fusion at different 
scales based on the ResNet50 feature network 
increases the semantic information of the original 
feature map. At the same time, the SE attention 
mechanism is added to enhance the focus on 
feature channels for each layer of the network. The 
comparison experiments on the PASCAL 
VOC2012 dataset show that the improved SSD 
algorithm in this paper has a 2.1% higher mean 
average precision and better detection capability 
compared to other commonly used algorithms. 
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Abstract—In the face of a large amount of news text 

information, how to make a reasonable classification of 

news text is a hot issue of modern scholars. To solve the 

problem that only word co-occurrence was considered in 

the Text Graph Convolutional Network (Text-GCN) 

method to build a graph model, a news text classification 

algorithm which fuses themes and is based on Graph 

Convolution Network, is presented. Firstly, the LDA 

topic model is used to process the corpus to obtain the 

distribution of themes of the corpus. Secondly, a graph 

model is built to construct a global map by using the 

related topic words and their subject distribution in 

each article. Finally, the text graph is input into the 

Graph Convolution Network layers to compute the 

learning representation of combining feature in order to 

complete the text classification task. The experimental 

results show that this method can effectively realize the 

word level interaction of information in text. In the 

experiment on Chinese and English datasets, adding 

theme information improves the accuracy by 1% 

compared with the Text-GCN method. 

Keywords-Text Graph Convolutional Network; Graph 

Convolutional Network; Latent Dirichlet Allocation Topic 

Model(LDA topic model); Graph Model 

I. INTRODUCTION  

With the rapid development of the Internet and 

its related fields, a large amount of data is 

continuously imported into the network, of which 

text data accounts for the vast majority. In the 

environment of information explosion, obtaining 

news information through the network has become 

an important way for people to understand the 

world and the era of science and technology. How 

to effectively analyze and use these data has 

become an urgent problem to be solved. Text 

classification is the work of mapping a text to one 

or more categories by analyzing the inherent 

characteristic information of the text. It is the basis 

of intelligent text reading. Text classification is an 

indispensable part of analyzing and processing a 

large number of text data, which is very 

challenging. It can serve a variety of downstream 

tasks, such as Machine Translation, Text 

Summarization, Recommendation Systems, etc., 

and is the focus of academic and industrial circles. 

Therefore, to a certain extent, accurate text 

classification can not only facilitate its 

downstream tasks, but also shorten the time for 

users to search text information and avoid 

information overload. 
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In the field of natural language processing 

(NLP), scholars have been trying to take the 

characters, words and sentences contained in 

documents as the starting point, and use their own 

features and associated features to integrate 

learning documents to achieve the final 

classification task. Text classification tasks can be 

divided into two categories: manual classification 

and automatic classification [1]. Manual 

classification methods often use professionals to 

interpret the content, compile a set of language 

rules after translation, and then classify according 

to this rule. This method only relies on manual 

processing, and there are great challenges in the 

face of a large number of data sets. It usually costs 

a lot of time and expensive cost, and the 

classification accuracy is easily affected by human 

factors. Automatic classification methods can be 

divided into machine learning based and depth 

learning based methods. Although the method 

based machine learning relies on a variety of 

calculation methods such as Bayesian, Laplace, 

Laplace's derivation of least square method and 

Markov chain to process information and can 

bring significant performance improvement, it is 

still limited by the characteristics of manual design. 

With the continuous development of deep learning 

technology, neural network provides a new way to 

solve complex problems in various fields, such as 

intelligently extracting text content and 

constructing text feature learning documents by 

using Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN) or Graph 

Neural Network (GNN). 

In recent years, further research on GNN and 

graph embedding has also attracted extensive 

attention of scholars [2-3]. Generally, in the task 

of text classification, the feature engineering of 

text information often uses sequence data for 

expression, and how to effectively express text 

information with graph data structure, that is, the 

representation method of text is an important basis 

for the further development of graph neural 

network and graph embedding in the direction of 

NLP. This paper constructs a large heterogeneous 

graph, which can model the self-information and 

auxiliary information of the text, and connect the 

explicit information and potential semantic 

information of the text through co-occurrence. At 

the same time, a text graph convolution 

classification algorithm is proposed. This method 

can effectively capture the three kinds of 

information of documents, topics and words in 

heterogeneous information networks, as well as 

the relationship between them, enhance the 

semantic information contained in document 

nodes, and effectively alleviate the semantic 

deficiency caused by the graphic representation of 

text. 

II. RELATED WORK 

The text classification problem is divided into 

two parts: feature engineering and classifier. 

Feature engineering transforms text into text 

representation data. The traditional method is 

mainly manual processing, and the deep learning 

method takes word embedding as the core. The 

classifier uses Support Vector Machine (SVM), 

decision tree or neural network to classify the text 

representation data with features. The text 

classification method based on deep learning takes 

the pre-labeled samples as training data, constructs 

a learning model, learns and infers the internal 

relationship between the text and its labels, and 

classifies and predicts the new text set according 

to the learned correlation [1]. It can complete the 

text representation in large-scale text classification 

tasks. Some recent studies have shown that the 

effectiveness of word embedding can largely 

affect the accuracy of deep learning classification 

methods [4]. 
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A. Text representation of sequence information 

Traditional feature engineering uses word2vec 

and Bag-of-Word methods to realize text 

representation. However, the words in the text are 

not simply listed, but have certain rules. Kim [5] 

proposed TextCNN (Text Convolutional Neural 

Networks) model, which maps the text into a 

vector, then uses multiple filters to capture the 

local semantic information in the text as features, 

and finally obtains the probability distribution of 

classification labels through the full connection 

layer. Lai [6] et al. proposed Recursive 

Convolutional Neural Networks (RCNN), 

considering the context representation of words to 

obtain the probability representation of labels. 

This kind of text representation gives priority to 

the order or local information of the text after text 

data preprocessing. Although they can well 

capture the semantic and grammatical information 

in continuous sequences, they do not analyze the 

internal structure of the text. 

B. Text representation of graphic information  

In the field of natural language, text has not 

only the sequential expression of context, but also 

the internal graph structure. For example, syntactic 

and semantic parsing trees define the syntactic and 

semantic relationships between words in sentences. 

TextRank [7], the earliest one based on graph 

model, proposed to represent natural language text 

as a graph G(V ,E ) , V represents a group of nodes, 

and E represents a group of edges between nodes. 

Nodes can represent various types of text units, 

such as words, phrases or sentences in a text. 

Edges represent different types of relationships 

between any node, such as lexical or semantic 

relationships, context overlap relationships, and so 

on. Under the influence of the TextRank model, 

scholars take words, phrases and sentences in the 

document as nodes to build different graph models 

to effectively express text features. Yao [8] et al. 

proposed the Text-GCN (Text Graph 

Convolutional Networks) model, which is based 

on the whole corpus. By constructing text maps 

and using GCN to jointly learn the maps, words 

and documents can be embedded, and then the 

classification results can be obtained through 

softmax function. The author uses words and 

documents as nodes to build a heterogeneous 

graph. Considering that global word co-occurrence 

will carry discontinuous and long-distance 

semantic information, the author calculates edge 

weights through TF-IDF, and uses word frequency 

and document frequency to build edges between 

word nodes and document nodes. The edges 

between two word nodes are represented by word 

co-occurrence. Text-GCN model transforms text 

classification problem into node classification 

problem, which improves the accuracy of 

classification results. However, this method 

ignores the relationship between context words in 

the text, and does not consider the fine-grained 

text level word interaction. Instead, all words are 

regarded as independent individuals without upper 

and lower attachments, and some document 

information is lost. In order to solve this problem, 

Zhang [9] et al. proposed to express inductive 

words through graph neural network, that is, 

texting. The author believes that each text is a 

separate graph, in which text level word 

interaction can be learned, and graph neural 

network is added to train the text to describe the 

detailed word-word relationship. Liu [10] et al. 

proposed TensorGCN (Tensor Graph 

Convolutional Networks) to describe multiple 

semantic, grammatical and contextual information 

by constructing text graph tensors. Because the 

above method considers the context, the model 

can learn the emotional preference of the text by 

capturing the semantic emotional information of 

the context, and the accuracy of the emotional text 

classification task has been improved. However, 
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when considering fine-grained word-word 

information, these methods construct multiple 

graphs for each text to cover the context 

information contained in the text, and then use 

multi-layer convolution calculation to realize text 

classification. The calculation and storage of 

multiple information graphs add a lot of storage 

and computational burden to the algorithm. 

To sum up, in order to improve the 

classification effect, this paper proposes a topic 

fusion graph convolution neural network text 

classification algorithm. In this method, all words 

in the corpus are considered. By inserting topic 

information, LDA Topic Heterogeneous Graph 

(LDA-THG) is generated to further improve the 

accuracy of text classification. 

III. METHOD 

In this paper, the text classification model 

based on LDA-THG is proposed. After 

preprocessing the text documents, the LDA Topic 

model (Latent Dirichlet Allocation Topic Model) 

is used to conduct topic training on the global 

corpus. Then, the probability distribution obtained 

by training is combined with the self-information 

of each text to conduct text modeling. This method 

constructs semantic association information 

among words, topics and documents, and uses 

graph convolutional network to process the 

embedded information of document nodes and 

their neighborhood nodes, so as to alleviate the 

problem of insufficient semantic information when 

using graph as text representation in text 

classification. The framework of text classification 

algorithm model based on LDA-THG graph 

convolution is shown in Figure 1. 
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Figure 1.  Framework of Graph Convolution Text Categorization Algorithm Based on LDA-THG 

A. Graph Convolutional Network 

Graph Convolutional Network [11] is a 

multi-layer neural network that transforms the 

traditional convolutional neural network that 

processes regular spatial structure data into a 

multi-layer neural network that processes graph 

data. Generally, when processing graph G, it is 

assumed that each node in the graph can form a 

connection with itself, that is v V  and 

( v,v ) E . Let 1 2 3

T T T T

nX ( x ,x ,x ,...,x ) ,
n mX   be 

a matrix containing all nodes and their 

characteristics, where m is the dimension of the 

eigenvector, and each row 
m

vx  is the 

eigenvector of node v. The adjacency matrix 

n nA   and degree matrix 
n nD   of graph G 
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are introduced, where ii ijj
D A . Due to 

self-connection and self-circulation, the diagonal 

element of adjacency matrix A is set to one, where 

1iiA  . When GCN only passes through one-layer 

of convolution, it can capture the nearest neighbor 

information of nodes. When multiple GCN layers 

are stacked, it will integrate more information. 

For one-layer GCN, the new k-dimensional 

node characteristic matrix 
1( ) n kH   is 

calculated as: 


1 0( ) ( )H ( AXW )  

Where,
1 2 1 2A D AD  is the normalized 

symmetric adjacency matrix, 
0( ) m kW   is the 

weight matrix, and 
0( )H X .  is the activation 

function, such as ReLU. Similarly, higher 

neighborhood information can be merged by 

stacking more GCN layers, namely: 


1( l ) ( l ) ( l )H ( AL W )   

Where l represents the number of layers of the 

graph, 1( l )H   is the output characteristic matrix 

of layer l, and ( l )W  the weight matrix of layer l. 

B. Construction of LDA-THG  

In graph-based convolution algorithm, 

LDA-THG constructs a large heterogeneous graph. 

It is a fusion of topics and contains three types of 

nodes-words, documents and topics. The structure 

of LDA-THG diagram is shown in Figure 2. This 

method can explicitly model and realize topic and 

global word co-occurrence, making it easier to use 

GCN for joint learning reasoning.  

In Figure 2, Doc_n represents document node, 

Topic_m represents the topic node extracted from 

all documents in the corpus through LDA model, 

word_k is the node of the only word in the corpus. 

The curves in the figure are the edges of figure G, 

which connect document nodes and word nodes, 

word nodes and topic nodes, word nodes and word 

nodes, document nodes and topic nodes, 

respectively. The number of nodes is 

V N K M    in the text graph G, where N is 

the number of all documents in the corpus, K is 

the number of all non repeated words in the corpus, 

M is the number of topics extracted through LDA 

model. 

In this paper, one-hot encoding is used to 

initially represent the features, that is, the feature 

matrix of the graph is simply set as a unit matrix, 

and each node in the graph is represented as a 

one-hot vector as the input of GCN. For the 

co-occurrence information of global words, a fixed 

size sliding window is used to collect the 

co-occurrence statistical information of all 

documents in the corpus. For topic information, 

the whole corpus is processed by LDA topic 

model to obtain topic distribution   and word 

distribution  . The distribution process of topics 

and words obtained by the LDA model is shown in 

Figure 3. 
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Figure 2.  The structure of LDA-THG  
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Figure 3.  The process diagram of topic and word distribution obtained by LDA model  

According to the word frequency in the 

document, the coexistence of words in the whole 

corpus, and the topic distribution and word 

distribution obtained by LDA processing the 

whole corpus, the edges between nodes are 

constructed. The weight of the edges between two 

nodes i and j are defined as: 



 and  are words

 is doc  is topi

 is doc  is word

 is topic  is word

1

0

ij

ij

ij

PMI( i, j ) , i j

DT( i, j ) , i j c

TF _ IDF( i, j ) , i j
A

TW( i, j ) , i j

, i j

, otherwise












 


 



，

，

，
 

In formula (3), PMI[8] ratio is point level 

mutual information, which represents the 

association measure of a popular word and can be 

used to calculate the association weight between 

word node i and word node j. And the value of 

PMI is always greater than zero. DT( i, j )  is the 

weight of the edge between the document node 

and the topic node, ij
 is the probability that the 

topic of the i text is j. TF _ IDF( i, j )  is the weight 

of the edge between the document node and the 
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word node. It is the product of the word frequency 

of word j in document i and the inverse document 

frequency of word j. TW(i, j ) is the weight of the 

edge between the topic node and the word node, 

ij
 is the probability that the content described by 

word j is related to the i-th topic. 

C. Model training  

After the heterogeneous graph is successfully 

constructed, the text graph is input into the GCN 

layer. As the input text graph is a heterogeneous 

graph with three types of nodes and interactive 

information between nodes, a large feature matrix 

V V
X


 is used to represent the LDA-THG, 

namely:  

 D T WX X X X    

Among them,   is the connecting symbol of 

the matrix to splice the three matrices. 
N V

DX


 , 

N V

DX


 ,
N V

DX


 are the characteristic matrix 

representing document nodes, topic nodes and 

word nodes, successively. Each row in these 

matrices represents the eigenvector of a node, i.e 

1 V

ix


 . 

In this paper, three-layer GCN is selected in the 

graph convolution network layer to process the 

input features and send them into a softmax 

classifier to predict the label of the document. The 

calculation process is as follows: 


0 1 2( ) ( ) ( )Z soft max( A ( A ( AXW )W )W )  

With formula (1) and (2), the weight 

parameters of the first, second, and third layers are, 

respectively, 0( )W , 1( )W ,
2( )W . They are trained 

and optimized by the gradient descent method, and 

i i ii
soft max( x ) x x  . The loss function used is 

the cross-entropy error on all documents, and L2 

regularization term is added to reduce the over 

fitting of the model. We define 
trainD  to represent 

the set of text indices used for training, C to 

represent the number of label categories, Y to 

represent the corresponding tag indicator matrix, 

  to represent model parameters and   to 

represent regularization factors. The calculation 

method is as follows: 

 1 2train

C

ij iji D j
Y log Z 

 
      

In formula (4), 0 1

1 2

( ) ( )

,E A ( AXW )W  contains 

the embedding of first-layer and second-layer 

documents, words and topics, while 

0 1 2

3

( ) ( ) ( )E AReLU( AReLU( AXW )W )W  contains 

the embedding expression of semantic information 

fusion of documents, words and topics without 

direct connection. In the heterogeneous graph with 

three types of nodes, three-layer GCN can transfer 

information between nodes up to three steps away, 

so as to realize the information exchange between 

documents and topics without direct edges in the 

graph. In the preliminary small sample experiment, 

the two-layer GCN makes no information 

transmission between some documents and topics 

and their similar unconnected nodes, while the 

three-layer GCN will perform three propagation 

steps in the forward transmission process and 
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effectively convolute the third-order neighborhood 

of each node to realize information exchange. 

IV. EXPERIMENT 

A. Dataset 

In order to verify the effectiveness of the model, 

this paper selects three data sets for experimental 

verification, namely, two public benchmark 

English text data sets 20NewsGroup and AGNews, 

and a self-collected Chinese dataset Ch_News. 

Among them, the English data set 20NewsGroup 

collected about 18,846 newsgroup documents, 

which were divided into 20 newsgroups sets with 

different topics, including three kinds of data 

information-document content, document title and 

document attribution tag. And there were no 

duplicate documents in the corpus. The English 

data set AGNews was published by Cornell 

University in 2004. It contains nearly one million 

news articles, which are mainly divided into four 

categories-World, Sports, Business and Sci/Tec. 

8000 news articles were selected as corpus set in 

this paper. And the data volume of the four 

categories of news in these 8000 news articles is 

equal. The Chinese dataset Ch_News is made by 

manually complied and tagged about 1,000 news 

texts from Ecns.cn and english.chinamil.com.cn. 

The data come from five categories, namely, 

culture and education, finance and economics, 

military equipment, biotechnology and sports. 

For Chinese and English datasets, different 

processing is carried out according to their 

language characteristics. For two English datasets, 

there are spaces between words to segment, and 

the preprocessing of removing low word 

frequency and stop words is directly carried out. 

For the Chinese dataset, according to the 

characteristics that there is no space to separate 

two characters in Chinese and the news contains a 

large number of domain knowledge entities, an 

entity dictionary is built, which contains the 

knowledge nouns in each domain in the dataset, 

and then the preprocessing of removing stop 

words, Chinese word segmentation and 

low-frequency words is carried out in turn. 

Table 1 summarizes the statistics for the three 

data sets. Each data set takes 70% of the data as 

the training set, 30% as the test set, and then 

randomly selects 10% of the data in the training 

set as the verification set. 

B. Comparative experiment 

In order to verify the effect of the model on the 

text classification task, experiments are carried out 

based on tensorflow and keras, and the 

programming language is python3.6. In this paper, 

SVM+LDA, TextCNN and Text-GCN are used to 

compare with the proposed method. In the 

experiments of the three benchmark models, the 

parameters set in the original paper or the default 

parameters are used to reproduce. In the 

experiments of the three benchmark models, the 

parameters set in the original paper or the default 

parameters are used to reproduce. The three 

algorithms are briefly introduced as follows. 

TABLE I.  STATISTICAL TABLE OF DATA SETS USED IN EXPERIMENTS 

Datas

et 

Tot

al_docs 

Traini

ng_docs 

Testi

ng_docs 

Total

_words 

Cat

egories 

20NewsGroup 18,846 13,192 5,654 42,739 20 

AGNews 8,000 5,600 2,400 32,653 4 

CH_News 1,080 756 324 13,324 5 
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SVM + LDA The method extracts features 

through LDA topic model and uses SVM classifier 

to realize text classification [13]. 

TextCNN The method uses convolution neural 

network[21], using randomly initialized word 

embedding vectors as input, convoluting text 

matrix with filters of different lengths, and then 

using max pooling to extract vectors for each 

filter. 

Text-GCN[8] The model construct word 

co-occurrence heterogeneous graph as graph 

model, and use graph convolution neural network 

to jointly learn the embedding of words and 

documents. After convolution, the feature 

representation vector learned for each node is 

obtained, which implies the prediction label of 

each document, so as to realize classification. 

C. Result comparison and analysis 

Text classification is a basic and classical task 

with classical evaluation parameters. Considering 

that this model solves the problem of multiple text 

classification. Accuracy is selected as the 

evaluation index in this paper, and its calculation 

method is as follows:  


TP TN

Accuracy
TP FP TN FN




  
 

Where TP represents the number of correctly 

identified positive samples, FP represents the 

number of incorrectly identified positive samples, 

FN represents the number of incorrectly identified 

negative samples, and TN represents the number 

of correctly identified wrong samples. 

Table 2 shows the accuracy test of text 

classification task for three data sets using 

different methods. By comparison, the method 

proposed in this paper has achieved better 

classification results on three data sets, especially 

in the self-constructed Chinese data set, which 

proves the effectiveness of the model. 

TABLE II.  COMPARISON OF EXPERIMENTAL RESULTS 

DataSets 

Model 

20new

sgroup 

A

GNews 

Ch_

News 

SVM+LDA 0.6827 0.7241 0.6956 

CNN 0.7160 0.8059 0.6893 

Text-GCN 0.8634 0.9245 0.7402 

LDA-THG+GCN 0.8796 0.9310 0.7594 

The main reasons why using LDA-THG and 

graph convolution method is superior to the other 

three methods are: 1) text graph can capture the 

self-information of document and subject related 

auxiliary information at the same time; 2) GCN 

can well capture the information between 

high-order neighborhood nodes, and can calculate 

the new characteristics of nodes as the weighted 

average of themselves and their third-order 

neighbors. And the document and topic nodes in 

LDA-THG integrate the potential information of 

each other and enrich the expression of text 

features. 

 

Figure 4.  Influence of topic number on classification results of 

LDA-THG+GCN model on three data sets 

The impact of different topic numbers K on the 

classification results in three data sets is shown in 

Figure 4. It can be seen that for the three datasets, 

the categories of the datasets themself are 20, 4 
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and 5, respectively. The range of their high 

classification accuracy is when K is [14,20], [4,12] 

and [4,12], that is, when K value is within the 

range corresponding to the category of the data set 

itself, the accuracy is relatively high. Therefore, 

when the number of topics is maintained in a 

specific range, the classification accuracy is high. 

When the number of topics K exceeds this range, 

it will decrease in varying degrees. The main 

reason for this phenomenon is that when there are 

too many or too few topics, the found topics will 

be very rough or too detailed, both of which will 

cause the document to lose some relevant topic 

information. At the same time, the grammatical 

and expressive features of the text of English and 

Chinese lead to a great difference in the 

classification accuracy of AGNews and Ch_News 

under similar circumstances.  

 

Figure 5.  Influence of W on classification results of LDA-THG+GCN 

model on Ch_News data set 

On Chinese data set Ch_News, the influence of 

the sliding window size W of this model on 

classification results is shown in Figure 5. As can 

be seen from the figure, with the increase of the 

sliding window, the accuracy rate will be 

improved first and then slowly decrease. Accuracy 

is highest when the window length is equal to 10. 

This shows that when the sliding window is too 

small, sufficient global word co-occurrence 

information can not be generated to represent the 

probability relationship of word co-occurrence, 

while when the sliding window is too large, edge 

relations will be added between the nodes that are 

not close, making the information to be trained 

redundant. This not only increases the difficulty of 

training and storage, but also makes the features in 

the text representation fail to highlight the main 

features contained in the text itself.  

V. CONCLUSION 

In this paper, a new method of news text 

classification based on graph convolution neural 

network is proposed by combining text topics and 

words in text. This method uses the topic 

distribution and the word distribution 

corresponding to the topic in the LDA model to 

construct the weights of nodes and edges in the 

graph model, and generates a heterogeneous 

network information graph. Then, the point and 

edge information of the graph is integrated 

through the multilayer graph convolution neural 

network and sofmax layer, and finally the label of 

the prediction document is obtained. The purpose 

of this method is to provide more reference 

knowledge for improving the performance of the 

model in text classification by integrating the data 

that helps to understand the text. Future research 

may further improve the performance of the model 

and achieve better training results by expanding 

the number of node layers involved in primary 

graph convolution, such as deep reasoning of 

two-layer nodes. 
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