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Abstract—Image super-resolution reconstruction (SR)
aims to wuse a specific algorithm to restore a
low-resolution blurred image in the same scene into a
high-resolution clear image. Due to its wide application
value and theoretical value, image super-resolution
reconstruction technology has become a research
hotspot in the field of computer vision and image
processing, and has attracted widespread attention from
researchers. Compared with traditional methods, deep
learning methods have shown better reconstruction
effects in the field of

reconstruction, and have gradually developed into the

image super-resolution
mainstream technology. Therefore, this paper classifies
the image super-resolution reconstruction problem
systematically according to the structure of the network
model, and divides it into two categories: the
super-division method based on the convolutional
neural network model and the super-division method
based on the generative confrontation network model.
The main reconstruction

image super-resolution

methods are sorted out, several more important deep
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learning super-resolution reconstruction models are
described, the advantages and disadvantages of different
algorithms and the applicable application scenarios are
analyzed and compared, and the different types of
super-resolution algorithms are discussed. The method
of mutual fusion and image and video quality evaluation,
and a brief introduction to commonly used data sets.
Finally, the potential problems faced by the current
image super-resolution reconstruction technology are
discussed, and a new outlook for the future development
direction is made.
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I. INTRODUCTION

Image super-resolution reconstruction (SR)
refers to the use of image processing and machine
learning methods to reconstruct one or more
low-resolution (LR) images in the same scene
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with rich image details and High-Resolution (HR)
image process with clear texture [1]. It has
important application value in the fields of video,
remote sensing, medicine and security monitoring.
With the rapid development of machine learning
in the field of computer vision, deep learning
technology has been widely used to solve SR
problems and achieved good reconstruction results,
and has gradually become the mainstream.

Existing  super-resolution  reconstruction
algorithms are usually divided into three
categories: interpolation-based methods, which
are simple but provide too smooth reconstructed
images, lose some details and produce ringing
effects; methods based on modeling, Compared
with the interpolation method, this type of
algorithm has a better reconstruction effect, but
when faced with a large amount of calculation, the
calculation process takes a long time, is difficult
to solve and is greatly affected by the
amplification factor; based on the learning method,
this type of algorithm solves the problem of The
scale factor is sensitive to the problem and the
reconstruction effect is the best, which is the
mainstream direction of current research [3].

Convolutional neural network (CNN) and
generative adversarial network (GAN) are the
current mainstream network models. When the
scaling factor is large, using these two network
models can restore the height of the image very
well. Frequency information to make the output
image closer to the original real image [3].

Il. NETWORK MODEL OF SUPER-RESOLUTION
RECONSTRUCTION METHOD

According to the different network model
structure, the image super-resolution
reconstruction method based on deep learning can
be divided into the following two categories: O
Super-segmentation method based on
Convolutional Neural Network (CNN) model; @
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Based on generative adversarial network
(Generative Adversarial Networks, GAN) model
super-division method. In response to various
requirements  for  image  super-resolution,
super-resolution network models with various
characteristics have been produced (Figure 1) [4].

Super-resolution method based on deep learning

I
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Based on CNN Based on GAN

SRCNN
ESPCN SRGAN
VDSR ESRGAN
RCAN

Figure 1. Super-resolution method based on deep learning

A. Super-division method based on CNN network
model
1) SRCNN

SRCNN [5] uses the relationship between deep
learning and traditional sparse coding as a basis,
and divides the 3-layer network into feature
extraction, nonlinear mapping, and final
reconstruction. For a low-resolution image, as
shown in Figure 2, the method first uses bicubic
interpolation to enlarge it to the same size as the
target, and then extracts and represents the image
block, and then uses a three-layer convolutional
network to make nonlinear The result of mapping
and reconstruction is output as a high-resolution
image. SRCNN introduces convolutional neural
networks to SR tasks for the first time. Unlike the
step-by-step  processing of traditional SR
algorithms, SRCNN integrates various stages into
a deep learning model, which greatly simplifies
the SR workflow and can be regarded as a super
deep learning based Milestones in resolution
methods [6].
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Figure 2. SRCNN network model

Although the network structure of SRCNN is
simple in design and is superior to traditional
super-resolution algorithms in terms of image
reconstruction quality and speed, it has the
following problems: (MDoes not use any prior
knowledge; @It is only suitable for SR tasks with
a single magnification factor. For different
magnification factors, the network model needs to
be trained again; (3 Because the input image
needs to be interpolated and magnified to the same
size as the target, the entire image reconstruction
process is performed in the HR space, which takes
up a lot of memory space and increases the
amount of calculation. , The error produced by the
interpolation process will also have an impact on
the reconstruction effect, the model convergence
speed is slower, and the training time is longer;
@The number of network layers is less, and the
receptive field of the convolution kernel is also
small (13 X 13). Good application of image
context-related information, resulting in unclear
texture of the final reconstructed HR image and
limited algorithm adaptability [7].

Initially, the smaller datasets Set5 and Setl4
were used to train the SRCNN algorithm. After
training, the knowledge learned is relatively small,
and the image reconstruction performance is
constrained. When the relatively large dataset
BSD200 is used, the reconstruction performance
is significantly improved. The reconstruction
performance of the image is also greatly affected
by the size of the data set [8].
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After that, although experts have proposed
various network models, SRCNN is still used as a
benchmark experiment for evaluating the
performance of other network models.

2) (2) ESPCN

In 2016, Shi et al. proposed an Efficient
Sub-Pixel  Convolutional ~ Neural  Network
(ESPCN) network model based on pixel
rearrangement [9], The core concept of ESPCN is
a sub-pixel convolutional layer, which performs a
convolution operation on the LR image to obtain
LR image features, and then expands the features
in the LR space to the HR space through the
sub-pixel convolutional layer. Reorganize the HR
feature map obtained after convolution to obtain
an HR image [10].

The ESPCN network mainly improves the
reconstruction layer of SRCNN. The LR image is
used as the network input. The sub-pixel
convolutional layer is used in the reconstruction
layer to double the network training speed. The
simple network structure and extremely high
reconstruction speed make it very It is suitable for
high-speed real-time systems that require
relatively low reconstruction performance. In the
ESPCN network, the interpolation function used
for image size enlargement is implicitly included
in the previous convolutional layer, which can be
automatically learned. Since the convolution
operation is performed on the size of the
low-resolution image, the model efficiency is
higher. The sub-pixel convolutional layer
proposed by the ESPCN model has been widely
used later. Compared with the deconvolutional
layer proposed in the FSRCNN model, the learned
nonlinear  effect of  upsampling  from
low-resolution images to high-resolution images is
better. It is worth noting that the model also
modified the activation function, replacing the
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ReLU function with the tanh function, and the loss
function is the mean square error.

3) (3) VDSR

VDSR (Very Deep CNN for SR) [11] is the
first deep model that proposes to use the global
residual learning idea to solve the image SR
problem. It is an improved network based on
SRCNN. It uses a multi-layer convolution kernel
for deep convolution, which not only reduces the
amount of parameters, but also makes the
following the network layer has a larger receptive
field, can better utilize the image context
information of a larger area, and obtain a better
reconstruction effect than SRCNN. The biggest
feature of VDSR is the deep network layers, good
image reconstruction effect, and faster training
speed. Since the author found that the input LR
image is very similar to the output HR image, that
is, the low frequency information carried by the
LR image is very similar to the low frequency
information of the HR image [12], So only need to
learn the high-frequency residual part between the
HR image and the LR image. The VDSR network
structure is shown in Figure 3. It will interpolate
to obtain an LR image of the same size as the
target and input it into the network, and then add
this image and the residual error learned by the
network to obtain the final HR reconstructed
image. The adaptive gradient pruning strategy is
to train the network with a higher learning rate.
Although the architecture is huge, it can still speed
up the convergence. Therefore, on the basis of
increasing the network depth, combining residual
network and adaptive gradient cropping to
accelerate model training can improve network
performance and achieve better reconstruction
effects. At the same time, through mixed training
of images of different scales, the VDSR network
can achieve a single Multi-scale SR reconstruction
of the model.
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T

Figure 3. VDSR network structure

4) RCAN

In 2018, Zhang et al. [13] It is believed that the
input image contains a large amount of
low-frequency information, and the existing SR
network treats all channels of this information
equally, and lacks the ability to distinguish and
learn these channels, which hinders the network's
characterization ability. Therefore, the deep
residual channel attention network RCAN is
proposed [13]. RCAN is the first network to apply
the attention mechanism to SR problems. The
algorithm obtains a weight value by learning the
importance of different channels, which is
equivalent to modeling the relationship between
channel features, adaptively adjusting each
channel feature, thereby effectively strengthening
useful feature channels while suppressing useless
feature channels, to make fuller use of computing
resources. The model uses a locally nested
residual structure (residual in residual), which is
composed of a residual group (RG) and a long
jump connection (LSC). A deeper network is built
by simply stacking residual blocks and passes
between feature channels the dependence
relationship of the selection contains more key
information feature channels, and enhances the
identification and learning ability of the entire
network.
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B. Super-division method based on GAN network
model
1) SRGAN

The Generative Adversarial Network (GAN)
was proposed by Goodfellow et al. It is inspired
by the two-person zero-sum game in game theory.
The two players in the GAN model are
respectively composed of a generative model and
a discriminant model (discriminative model) as
[14]. SRGAN first applied adversarial training to
the problem of image super-resolution
reconstruction. The results show that the
introduction of adversarial training can enable the
network to generate finer texture details. GAN can
complete many incredible generation problems, in
the fields of image generation, speech conversion,
and text generation. Occupy a very important
position. As shown in Figure 4, SRGAN inputs
the LR image to the generator G for image
reconstruction. The discriminator D will train the
generated image against the HR image, and finally
output the image generated by the training [15].
The collaborative training of the generator and the
discriminator enables the network to not only
judge the similarity between the generated image
and the actual high-resolution image in the pixel
domain, but also pay more attention to its
distribution similarity in the pixel space.
Compared with the previous algorithm, although
SRGAN is relatively low in objective evaluation
indicators (such as PSNR), it has a better
reconstruction effect in visual effects, image
details and other intuitive aspects. This is related
to its unique network structure and the loss
function that combines perceptual loss and
adversarial loss. Perceptual loss is a feature
extracted by using convolutional neural networks.
The generated image is compared with the target
image. The feature difference after the
convolutional neural network makes the generated
picture and the target picture more similar in
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semantics and style. The confrontation loss is
provided by GAN, and the network is trained
according to whether the image can be
successfully deceived. SRGAN is a milestone in
the pursuit of the development of visual
experience. SRGAN has significantly improved

the overall visual quality of PSNR-based
reconstruction.
Yes
LR SR Real __3Output
. > ?
source image | 3 Enough? SR
HR 1 No
target

Update

Figure 4. Schematic diagram of the basic structure of SRGAN

2) ESRGAN

In order to improve the reconstruction accuracy
of the SRGAN maodel, on this basis, ESRGAN [15]
model has been improved in three aspects: the
generator architecture is changed, the batch
normalization (BN) layer is removed to reduce the
artifacts generated in the reconstructed image, and
a denser with higher reconstruction accuracy is
introduced. Residual block (RDDB) to improve
the structure of the model, make it more capacity
and easier to train, help to improve generalization
ability, reduce computational complexity and
memory usage; improve the perceptual domain
loss function, use the VGG before activation
Features. This improvement will provide clear
edges and more visually consistent results, which
can better maintain image brightness consistency
and restore better detail texture; enhance the
discriminator’s ability to discriminate, and use
relative discriminators to make them then there is
the absolute value of true and false but the relative
distance between the predicted generated image
and the real image.
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Compared with the SRGAN model, on most
standard test images, the ESRGAN model can
reduce the noise in the reconstructed image while
maintaining better details. A large number of
experiments have shown that enhanced SRGAN,
called ESRGAN, is always better than the most
advanced methods in sharpness and detail.

C. Summary

In recent years, deep learning technology has
developed vigorously. The super-resolution
reconstruction method based on deep learning has
gradually become the mainstream of image
super-resolution, and a series of network models
based on CNN and GAN have been developed,
which are introduced in sections 2.1-2.2. The
super-division method based on CNN network
model and GAN network model is presented. On
the whole, the reconstruction performance of the
algorithm is continuously improving, and the
reconstructed image is getting closer and closer to
the original image. The image texture details
obtained by the algorithm reconstruction based on
the GAN network model are better, the realism of
the image is improved, and the human eye
perception effect is better. In contrast, the
algorithm based on the CNN network model has
lower network complexity, lower training
difficulty, and higher reconstruction result
accuracy, but it will produce artifacts and the
reconstruction speed is slower.

I111. LOSS FUNCTION CONSTRUCTION

In the field of image super-resolution, the loss
function is used to measure the difference between
the generated image and the actual high-resolution
image. At present, in the field of super-resolution,
loss functions play an important role. Commonly
used loss functions include pixel-based loss
functions and perception-based loss functions.
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A. Pixel loss function

Pixel loss mainly measures the pixel difference
between the predicted image and the target image,
mainly including L1 (mean absolute error) loss
and L2 (mean square error) loss.

L1 loss, also known as the minimum absolute
deviation (LAD) and the minimum absolute error
(LAE), calculates the sum of the absolute
difference between the actual value and the target
value. In the supervised image super-resolution
task, the goal is to make the generated image (SR)
as close to the real high-resolution image (HR) as
possible, and the L1 loss is used to calculate the
value between the corresponding pixel positions
of SR and HR The error. The basic expression of
mean absolute value error (MAE) is shown in
formula (1):

£,,(0) = %zp/ _ R0 ()

Among them, L(0) represents the loss function
that the network needs to optimize, n represents
the number of training samples, 0 represents the
parameters of the deep neural network, F(Xi, 0) is
the image reconstructed by the network, and Yi
represents the corresponding HR image. L2 loss,
also called mean square error loss (MSE),
calculates the sum of the squares of the absolute
difference between the actual value and the target
value, which greatly improves the performance of
the image super-resolution model based on deep
learning, is the most commonly used loss function.
However, MSE loss can punish large losses, but
can do nothing for small losses, so it will produce
blurred images. Its basic expression is shown in
formula (2):

n

1
L}ISE(Q) - ; Z

i=1
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The meaning of its basic symbols is the same
as in formula (1). The application of the minimum
mean square error effectively solves the problem
of measuring the difference between the SR
reconstructed image and the target HR image,
making the image SR model based on deep

learning a greater improvement than the
traditional learning-based SR  reconstruction
model.

Compared with MSE, MAE has the advantage
that it is more robust to outliers and more tolerant.
It can be seen from equation (1) that MAE
calculates the absolute value of error Yi-F(Xi, 0),
so whether it is Yi-F(Xi, 6)>1 or Yi-F(Xi, 0)<I,
there is no The effect of the square term, the
punishment is the same, and the weight is the
same.

Since these loss functions evaluate the class
prediction of each pixel vector separately and then
average all pixels, they assert that each pixel in the
image has the same learning ability.

Compared with the L1 loss function, the L2
loss function will amplify the gap between the
maximum error and the minimum error (such as
2*2 and 0.1*0.1), and the L2 loss function is also
more sensitive to outliers.

Since the definition of peak signal-to-noise
ratio (PSNR) (see 4.1) has a high correlation with
pixel difference, and minimizing pixel loss is
equivalent to maximizing PSNR, the pixel loss
function has gradually become a commonly used
loss function. But because it does not explore
image quality issues (e.g., perceptual quality [16],
Texture detail [17]), Therefore, the results often
lack high-frequency details, resulting in too
smooth texture details.

B. Perceptual loss function

For tasks such as image stylization and image
super-resolution reconstruction, the L2 loss in the
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image pixel space was used in the early days, but
the L2 loss does not match the image quality of
the human eye perception loss, and the restored
image details often perform poorly. In today's
research, L2 loss is gradually replaced by human
eye perception loss. The perceptual loss of the
human eye is also called perceptual loss. The
difference from the MSE loss that uses image
pixels for difference is that the calculated space is
no longer the image space. The loss function
based on perception can recover more
high-frequency information and make the
reconstruction performance better. At present, the
loss function based on perception mainly includes
content loss and counter loss.

The content loss function is divided into
feature reconstruction loss function and style
reconstruction loss function. Bruna et al. [18]
proposed the feature reconstruction loss function
for the first time. The feature maps corresponding
to the reconstructed SR image and the HR image
in the feature space were extracted and compared
through the pre-trained VGG19 network. The
expressions are as follows:

1 b

> z B0, ~ 4,6, Y (3)

J o J

Ly, J o

Among them, W; and H; represent the width
and height of the jth feature map, ¢;represents the
feature map obtained by the jth convolution in the
VGG19 network, X represents the original LR

image, Y is the reconstructed HR image, G,

epresents SR image generated by the network.
Gatys et al [19] .proposed a style reconstruction
loss function based on the feature reconstruction
loss function. This function defines a Gram matrix.
The calculation formula is as follows:
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The size of the feature map extracted by the
VGG network is Cj>XWj>Hj. Then the Euclidean
distance difference of the Gram matrix is
calculated in the corresponding layer and added to
obtain the style reconstruction loss function, as
follows:

2

2oy = |60 = 626, G| )
The SRGAN network proposes to combat loss

for the first time, and its basic form is as follows:

N

Lro= > =160, (G, (X)) (6)

Gen
n=1

Among them, N represents the number of
images, 6 D epresents the parameters of the
identi-fication network, 6 G  represents the
parameters of the generating network, and
represents the probability that the generated image
is a real HR image. The final optimization goal of
the network is a minimum-maximization problem:
[1 - 10, G, 1"D)]

min max £ ,,
9@ Hl/ !

[ 160, (") ] + B,

P
erain( ' Gy

(7)

Among them, P train (IHR) represents the
distribution of HR images, P G (ILR) represents
the distribution of original LR images. The
adversarial training makes the generated SR image
highly similar to the original HR image, which
makes it difficult for the discriminant network to
distinguish, and finally obtains a fake SR image.
The discrimination target of SRGAN is whether
the input image is true or not. Unlike SRGAN,
ESRGAN replaces the discriminator of the
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discriminant network with a relative average
discriminator. The discrimination target is to
predict the probability that the real HR image is
more realistic than the generated SR image. The
discriminant network is shown in equation (8) and
equation (9):

D(x,) = olC(real)) — 1
D(x,) = o(C(fake)) — 0 ®)

D (x,, x,) = o(C(real) - E [ C(fake)]) — 1
D, (x,,x.) = olC(fake) — F [C(l‘ea])]) -0 ©)

Among them, real represents the real HR image,
fake represents the generated SR image, C (real)
represents the judgment result of the discriminator,
and E[C (fake)] represents the average value of
the judgment result of the authentication network.
Among them, o represents the Sigmoid activation
function, which helps the network learn sharper
edges and more texture details by improving the
discriminator.

IV. IMAGE SUPER-RESOLUTION QUALITY
EVALUATION

The higher the similarity between the
high-resolution image  reconstructed by
super-resolution  technology and the real
high-resolution image, the better the performance
of the image super-resolution algorithm. Generally
speaking, two objective quantitative indicators are
mainly used for evaluation, including peak
signal-to-noise ratio (PSNR) [20] and structural
similarity (Structual similarity, SSIM) [21]. For
the fairness of comparison, all PSNR (dB) and
SSIM metrics are calculated on the y-channel with
the center drooping. The higher the evaluation
index value, the smaller the difference between
the reconstruction result and the original image
and the higher the fidelity.
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PSNR is one of the most commonly used
Image reconstruction quality evaluation methods,
based on the mean square error (MSE) of the
image, MSE is shown in the following equation
(10):

-1 n—

S|

1 ! 2
MSE = — 1, j) - k(, j
) j:o[ G, ) - KG, D] (10)
Among them, | represents the original
high-resolution  image, K  represents the

reconstructed image, and m and n represent the
length and width of the image, respectively. PSNR
is defined as follows:

MAK?
SE ) (11)

PSNR = 10 log(

Among them, the logarithm base is the natural
base e, which is used unless otherwise stated.
MAXI is the maximum number of colors that can
be represented by each pixel in the current picture,
that is, the number of bits in the picture. t can be
seen from equation (11) that minimizing MSE is
equivalent to maximizing PSNR. PSNR calculates
the error between pixels at the same position. In
the calculation process, the influence of visual
perception characteristics on the image quality is
not considered, so occasionally, although the
PSNR value is high, the image quality that people
subjectively feel is not improved. Due to the
inability to quantitatively analyze the image
perception quality, PSNR s still the most
commonly used evaluation method in the field of
image super-resolution [15].

Structural similarity (Structural SIMilarity,
SSIM) can simultaneously compare the similarity
of image brightness, contrast, and structure. The
value range of SSIM is [0,1]. The higher the value,
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the more similar the reconstruction result is to the
original image structure.

21 + c

I, y) = 2T A
W+ il o+ e
20,0, +c,

clx, y) = —"— (12)
O'X + O'y =+ 6’2

+

s, y) = 2w TG

U‘YUJ, + 6’3
SSIH(x, v) = (x, p)* - clx, y) - s, yY (13)

Among them,ux and py are the mean values of
the two images respectively,ox and oy
respectively represent the variances of the two
images,oXy represents the covariance between the
two images.SSIM can better evaluate the image
perception quality, so it is widely used in the field
of image super-resolution.

V. DATA SET INTRODUCTION

Nowadays, there are many public data sets that
can be used for image SR tasks. These data sets
contain different image content and quantity, and
can comprehensively test the performance of
super-resolution reconstruction methods. Table 1
lists the commonly used data sets and briefly
introduces them. Some data sets have been
divided into fixed training sets, validation sets and
test sets, and some larger data sets are often used
as training sets, such as ImageNet [22], DIV2K
[23] and Flickr2K [15]. Researchers can also
divide the training set, validation set, and test set
on the data set according to different usage
requirements, or increase the training set through
image rotation and other methods, or combine
multiple data sets for training. In the experiment,
the images in the data set need to be
correspondingly cropped to adapt to different SR
network training.
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TABLE I. INTRODUCTION TO COMMONLY USED DATA SETS
Data set name Number of Image Format Brief description of the data set
pictures
Set5?! 5 PNG The pictures included are from babies, birds, butterflies,
children’s heads, and a lady.
Set14%! 14 PNG The included pictures come from characters, animals,
insects, flowers, vegetables, comedians, etc.
Berkeley 500 JPG Referred to as BSD500. The pictures included are from
segmentation(®®! animals, buildings, food, people and plants, etc. One of the
100 or 300 pictures is often used, which is called the
BSD100 BSD300 data set.
Urban100%7 100 PNG The pictures included are mainly different types of urban
buildings.
Manga109/8 109 PNG The pictures included are all from Japanese manga.
T912 91 PNG The included pictures come from vehicles, flowers, fruits
and human faces. Often used as a training set.
General-1001% 100 BMP The pictures included are from animals, daily necessities,
food, plants, people, etc. It is also often used as a training
set.

DIV2K?] 1000 PNG A dataset of high-definition pictures, with pictures from
natural environments, landscapes, handicrafts and people,
etc. Among them, 800 pictures are often used as training
sets.

Flickrak™! 2650 PNG The included pictures come from people, animals,

landscapes, etc., and are often used as larger training sets.

V1. SUMMARY AND OUTLOOK

With the development of deep learning, the
network of super-resolution  reconstruction
algorithms is becoming more and more complex,
and the reconstruction effect is getting better and
better, and it has reached a very high level. The
super-resolution method based on deep learning
can automatically extract image features, acquire
prior knowledge and learn from massive training
data, and have a variety of distinctive training
models and support from a large number of public
data sets. The reconstructed image is in various
evaluation indicators. All performed well. The
rapid development of deep learning and the

10

continuous improvement of hardware facilities
provide very good development opportunities for
the field of image super-resolution. Undoubtedly,
it has become the most popular research direction
in the field of super-resolution research.

Although the performance of existing deep
learning image super-resolution reconstruction
algorithms has been greatly improved compared to
before, far surpassing traditional algorithms, there
is still much room for improvement. Looking to
the future, research on super-resolution can be
carried out from the following aspects:

1) Improve network performance. Improving
the image effect after reconstruction has always
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been a hot issue for researchers, but for different
usage requirements, the performance requirements
of the network are also different. For example, in
video surveillance images, the reconstructed
image needs to have a good visual perception
effect and high reconstruction efficiency; in
medical image reconstruction, the reconstructed
image needs to have better texture details, while
ensuring authenticity and credibility. Therefore,
improving the reconstruction efficiency, obtaining
better visual perception effects, better texture
details, higher magnification and other aspects are
the focus of future research to continue to improve
the performance of super-resolution networks.

2) Application of image super-resolution in
various  fields. Super-resolution has high
application value in video surveillance, medical
images, satellite remote sensing imaging, criminal
investigation analysis, and face recognition. It

optimizes the reconstruction effect in the
corresponding scene and has a practical
application  value for improving image

super-resolution. Significant

3) Model evaluation problem. For the problem
of image super-resolution reconstruction, the
evaluation index directly affects the model
optimization measures. At present, PSNR and
SSIM are usually used as objective evaluation
indicators. Although the calculation is simple and
convenient, the consistency with the visual
perception effect is poor. Subjective evaluation
indicators require high costs, consume a lot of
manpower and material resources, and have
greater limitations in practical applications.
Therefore, according to the characteristics of
different reconstruction methods and the needs of
different  scenes, corresponding evaluation
indicators should be designed, which is of great
significance for improving the application value of
image super-resolution.

11
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THANEG T E L HEBONE S BARSER
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#] ESPCN ( Efficient Sub-Pixel Convolutional
Neural Network) 2% 1810, ESPCN 4% o485
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PLIR T 222 3] HR BT LR BMG 2 8] = Aibk
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TR B AR R, R EUE T > Gram
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=
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style/ j
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D(x,) = o(C(fake)) — 0 ®)
D, (x,,x,) = o(C(real) — E [C(fake)]) -1
D, (x,,x,) = o(C(fake) — E [C(rea])]) >0 (9)
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FoR LN W2 FI B 4 R AP . B o RoR
Sigmoid i ek £, 18 I eodk ) AR A B £ 2
SIS RUBL I T S AN 2 SO0 .
4. B P EVEAN
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5 RS m o R BRI AR LR R sy, R R
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PR UL AL TR AR AT VAN, L FE IR A 1
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FLEE B
PSNR & g 5 F (1) G =0 i 23PN T
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2

MAX
PSNR = 10 log( L)
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+ 4+
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ol +0o’ +¢ (12)
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