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Abstract—Wearable equipment in recent years has been rapid 

development. But the hardware manufacturing complexity and 

the high cost is a real problem. This paper introduces a 

microprocessor cluster with both hardware design principle 

and related distributed software design methods. This cluster 

has the characteristics of low cost, high reliability, flexible 

hardware and software system structure, low power 

consumption, simple equipment manufacturing process and so 

on, especially suitable for wearable equipment. This article 

discusses the hardware and software design methods in detail, 

as well as the complete process of the across-node 

communication module. In order to verify the principle of the 

design, we created a prototype test machine which consists of 

an ARM Cortex-M4 core microprocessor and 10 ARM Cortex-

M0 core microprocessors through the UART serial 

interconnection to form a star network and carried out an 

experimental about the ECG feature extraction operation. 

Experimental results show that the performance of the cluster 

can be compared with a Cortex-A7 high-performance 

embedded processor, but the microprocessor cluster system is 

less expensive and has a superior cost-effective.  

Keywords-Microprocessor; Cluster; Distributed software; 

Wearable equipment; ECG feature extraction 

I. INTRODUCTION 

Wearable equipment in recent years has been rapid 
development. Whether in the consumer electronics market or 
the traditional sports apparel market, a variety of wearable 
devices continues to emerge. Such as an electronic wristband 
capable of detecting an exercise amount, a smart wristwatch 
capable of detecting blood oxygen and pulse rate, a sports 
vest with a heart rate detecting function, and a running shoe 
capable of detecting the sole pressure. These devices through 
a long time to detect human life parameters, access to 
traditional medical instruments can not be collected for a 
long time continuous data. By digging deeper into the data, 
the researchers found a series of hidden data features and 
were able to predict the health of the user for a long time. 

Researchers have put forward a variety of solutions for 
wearable devices. On the one hand, the device is made 
thinner, lower power consumption, longer standby time, the 
sensor cable connection between the wireless connection is 
replaced. On the other hand, the computing power of the 
device is stronger, and some algorithms that need to be 

calculated by means of the server, after optimization, can run 
directly on the device. 

There are many researchers working on computational 
methods. Through a variety of pretreatment techniques, the 
researchers improved the accuracy of machine learning 
classification to a practical level. Shereena Shaji et al. [1] 
increased the accuracy of certain motion recognition to 
96.66%. Chin-Teng Lin et al. [2] designed an algorithm that 
can run on a mobile phone and detect ECG atrial fibrillation 
in real-time. Shigenori Shirouzu et al. [3] used a wearable 
device to study the relationship between electrocardiogram 
and sleep quality. However, the ability to enhance the 
software is very easy to encounter the ceiling. When some 
algorithms are further simplified, their accuracy will also 
decrease. This is an unquestionable fact. 

To improve the hardware, for example, the traditional 
ECG acquisition requires a signal cable up to 10 cables, 
carrying these wires is very inconvenient for patients. Geng 
Yang et al. [4] proposed a sensor-based data aggregation 
method based on the serial bus, which solves the multi-point 
ECG signal acquisition problem with a single cable. In 
addition, how to reduce the volume, improve the integration 
of researchers is also concerned about the direction. G. 
Kavya and V. ThulasiBai [5] used an Altera FPGA chip to 
simulate a dual-processor dedicated system and used a 
parallel computation method to process the ECG signal 
acquisition and analysis. Jia-Hua Hong et al. [6] designed 
two special-purpose integrated circuit chips. One of the 
wireless sensor chip power consumption is very low, access 
to a very long battery standby time. Another receiver chip is 
integrated DSP processing heartbeat detection and signal 
classification. Shih-Lun Chen [7] designed a dedicated chip 
that uses less gate count and chip area to achieve higher 
performance. 

Based on the conclusions of the researchers, we can see 
that highly integrated custom chips have an overwhelming 
advantage in terms of power consumption and performance. 
However, the cost of custom chips is extremely expensive. 
Although the traditional general-purpose microprocessors, 
relatively large size, and power consumption, but the 
technology is mature, the risk is small, and has a wealth of 
software and hardware resources, can reduce R & D risk. 
The scheme proposed in this paper is different from the 
traditional single-chip solution: the data processing and 
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analysis functions are distributed to dozens of single-chip 
microprocessors to form a distributed microprocessor cluster. 
As long as the appropriate software design, the cluster can 
play a comparable performance of highly integrated 
microprocessors, and software development will not be 
significant difficulties. 

 

 
Figure 1.  Block diagram of microprocessor cluster. 

II. BLOCK DESIGN OF THE MICROPROCESSOR CLUSTER 

A. Hardware Block 

The hardware structure of the microprocessor cluster as 
shown in Fig .1. A cluster consists of many nodes. The core 
of each node device is a microprocessor. At least one UART 
serial port is reserved for each processor. The other ports can 
be used to connect a variety of sensor devices. There are also 
nodes located in the "Data Exchange Group", which 
participate in the calculation in addition to data exchange, 
GPIO and AD ports can be connected to a number of sensors. 
Data Exchange Group node compared with ordinary nodes, it 
needs to have a lot of UART serial port to form a Mini 
network. If there are enough serial ports on the chip, it is best 
to have a direct communication link between every two 
nodes. Otherwise, some inter-chip communication to be 
relayed through the intermediate nodes will cause 
performance degradation. For the microprocessor 
communication overhead is not negligible. 

B.  Software Design 

Compared with the difficulty of hardware design, cluster 
software design is much more difficult. The same is true for 
clusters of supercomputers made up of rack-mounted servers, 
which are far more complex than the average desktop 
software. 

 
Figure 2.  Node data model. 

TABLE I.  PORT DESCRIPTION FORMAT SPECIFICATION. 

Field name Field format Remarks 

Port-index Single-byte data, the range of 0 ~ 
255 

 

Node-array The Node-ID queues which can 

arrive from this port. It fixed the 

length of 15 bytes. 
Byte 1: the number of nodes n, 

or, queue length. 
Bytes 2~15: an array of node ID, 

only the front “queue length” IDs 

is available. 

Because 

microprocessors 

have no more than 
14 serial ports, thus 

reserved 14 queue 
length is enough. 

Busy flag Using a byte to indicates the 
Busy State 

1 means busy and 0 
means available 

Simply put, the cluster nodes in the device is divided into 
two categories: communication nodes and computing nodes. 
On a server cluster, communication functions are handled by 
multi-layer network switches and load balancing machines, 
and computing functions are handled by the rack server. In 
this paper, the microprocessor cluster, each microprocessor 
has both communication nodes and computing nodes of the 
two functions. This paper presents a common data model to 
manage the functions of these two nodes, as shown in Fig .2. 

Communication is relatively independent, we first 
introduce the communication function. The communication 
function module does not generate new data and does not 
initiate data transmission. The new data transmission process 
is initiated by the calculation function module or the timer 
task initiative. 

A Port Descriptor binds a port together. First, for each 
node in the cluster an ID should be assigned. Note that the 
ID 0 is called "the Debug Node", dedicated to using for 
debugging and testing the whole cluster, we will discuss the 
details later. Node-ID starting from 1. In general, the cluster 
system can't possess more than 254 microprocessors, so with 
1 byte of data to store the Node-ID is enough. The value 255 
is used to represent "invalid Node-ID", in some cases it may 
be used. Port Descriptor indicate the port linked to which 
nodes, and whether the port was occupied by a 
Communications Task, in other words, “a Busy State”. The 
Descriptor is shown in Table I. 

So, how to deal with data relay? For example, in the 
simple example shown in Fig .3, the Node A send a 
datagram to the Node C through the Node B. 
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The effect of the Port Descriptors is the same as "phone 
book". It is stored in RAM and the microprocessor may 
access it at any time. When the microprocessor receives a 
datagram, it must first check the head of the datagram to see 
if the destination address is the current node. If the 
destination is this node, then deal with it. If not, then check 
the "phone book" again and select a port to send the 
datagram out. In the head of the datagram, therefore, requires 
a specific format to indicate the destination Node-ID and 
other information. The format of the datagram is shown in 
Table II. 

Because the hardware connection between 
microprocessors has a high reliability, we need no 
redundancy check mechanism. We should save the 
communication flow. Datagram header information specified 
that on which function process the data, and transmit the 
results to which node which function. This mechanism 
separates the function parameters and the function returns, 
which can realize good flexibility, such as data collection, 
data preprocessing, data compression, and  

 

 
Figure 3.  Examples of Port Descriptors. 

TABLE II.  THE FORMAT OF THE DATAGRAM. 

Field name Field format Remarks 

Node-ID Single-byte data, the 

range of 0~254 

Destination Node-ID 

Function-
index 

Single-byte data, the 
range of 0~255 

Indicate which function is 
responsible for this data 

processing 

Node-ID-
return 

Single-byte data, the 
range of 0~255 

The Node-ID of the result 
receiving node. 255 means 

"No need to deal with the 

return value" 

Function-

index 

-return 

Single-byte data, the 

range of 0~255 

The function index in the 

receiving node which is used 

to handle the returned data. 

Data-length Double-byte, the 
range of 0~4096 

The value of Data-length can 
be 0. 

As the microprocessor’s 

RAM is very small, we limit 
the value up to 4096, to avoid 

memory overflow. 

Data-data Binary queue Length of Data-length byte 
streams 

so on. After processing the input data, a function does not 
need to return the results to the source Node but comply with 

the Node-ID-return sent to the destination node directly. 
Thus avoid the unnecessary reciprocating data transmission. 

As mentioned before, we called the ID 0 Node the Debug 
Node. When we debugging on a Node in the cluster, we can 
create a datagram and set its Node-ID-return value to 0 and 
send the datagram to the Test Node. Then, when the Test 
Node completes the calculation, the results will be sent to the 
Debug node automatically. We can install a special port in 
the Debug Node, such as a USB-to-Serial Bridge, to forward 
the datagram to PC, so that we can monitor the results easily. 

C. Distributed Computation 

When the above-mentioned communication system is 
constructed, the design of the calculation method becomes 
very simple. In practical engineering, we must first consider 
two issues: 

1, the parameters of which nodes? 
2, in which node function? 
In general, the parameters are sent from a sensor node, 

and the function is distributed in many processors. We need 
a series of strategies to ensure that the parameters can be 
passed to the appropriate function node. 

To illustrate this problem, we designed an example of the 
need for high-intensity computing - ECG Feature  

 

 
Figure 4.  Block diagram of the ECG Feature Extraction Cluster. 

Extraction cluster. It consists of a Nuvoton M472 
microprocessor and 10 Nuvoton NANO120LD3NA 
microprocessors (nano120) form. M472 does not participate 
in Feature Extraction calculation, it is only responsible for 
calculating the results of a summary upload. It has six 
UARTs and one USB port. USB interface for 
communication with the host computer. One of the six serial 
ports is used for debugging and the remaining five serial 
ports are connected to the serial ports of five nano120 
processors (Node 1 to Node 5). Each nano120 is also 
connected to another nano120 (Node 6 to Node 10). ECG 
sampling chip Neurosky BMD100 connected to one of the 
nano120 (Node 10) serial port. The ECG signal comes from 
an ECG signal generator. The hardware structure of the 
whole verification system is shown in Fig .4. 

Node 10 is a parameter node. Node 1 to Node 9 is 
function nodes. M472 is the data summary node. The serial 
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baud rate between Node 10 and BMD100 is 57600. While 
the microprocessor is used at 115200 baud rate. 

Each function node at the beginning of the calculation, 
the first statement to the M472 himself in a busy state, after 
the completion of the function calculation, and then notify 
the M472 to cancel their busy state. The Node 10 node first 
asks the M472, "Who will process the data", and sends the 
parameter data to the designated node after obtaining the 
reply from M472. 

The interaction timing of each node is shown in Fig .5. 
Node 10 prepares a data window queue, which has three 
windows, in order to fill in the received ECG data. The data 
length of each window is two heartbeat cycles plus 120 
sampling points (about 0.5 seconds of data), and the window 
length will vary depending on the heart rate. This length is to 
ensure that there are two complete ECG waveforms in each 
window. These three data windows are followed by a delay 
of one heartbeat cycle distance. When a window fills up the 
data, Node 10 initiates a communication process to send the 
window data to an idle nano120 processor. As long as the 
remaining 9 nano120 are not in a busy state, the whole 
system will not miss the ECG data. When the window data 
transmission is complete, the window is cleared and moved 
to the end of the windowing queue. Since Node 10 detects 
the QRS Complex and the task of allocating data to the 
window is heavy, it no longer assumes the Feature 
Extraction calculation task. 

 

 
Figure 5.  System Collaboration Diagram. 

 

 

Figure 6.  Hardware of the ECG Feature Extraction Cluster. 

III. EVALUATION OF DISTRIBUTED COMPUTING 

PERFORMANCE 

The completed ECG Feature Extraction cluster hardware 
is shown in Fig .6. We have statistics on these 9 nano120 
processors. The Receiving process is relatively fixed, in the 
68 ~ 75ms range, which is ECG signal generator output 
signal of the heart rate is fixed. When the communication 
baud rate is 115200, the time required to receive 620 bytes, 
in theory, is about 65ms. Most of the processing time-
consuming and separate tests of the situation is similar to 
individual cases, the processing time-consuming process up 
to 6530ms, this is because Node 0 is sometimes 
communicating with the host computer, affecting the data 
transfer. The task assignment of the microprocessor cluster is 
shown in Fig .7. The numbers on the Timeline bar in the 
figure indicate the order of the tasks. If more than one 
nano120 is idle at the same time, the M472 preferentially 
assigns the task to a smaller number of processors. 

In the experiments, we found an interesting phenomenon, 
the Node 8 and Node 9 has never been assigned for tasks, 
and Node 7 had less opportunity to be assigned for. This 
shown that a Cluster with 8 nano120 microprocessors was 
powerful enough to cope with the current computational 
tasks. We obtained the calculation result after the heart beat 
for 3 to 5 seconds, for ECG automatic diagnosis application 
such a delay is acceptable.  

Feature Extraction is a computationally intensive process 
that involves filtering the signal several times and repeatedly 
scanning to determine the location of each wave group 
boundary and extremum. This process takes hundreds of 
milliseconds on a PC or smartphone. We tested a Spreadtrum 
SC9830A processor (based on Java) on a cell phone with an 
ARM Cortex-A7 core at 1.5 GHz and an average time of 112 
ms for Feature Extraction for single-channel ECG lead data. 
We then ran the same test on a nano120 microprocessor 
(based on a C program), which took about 20 times more 
time. The test results are shown in Table III and Fig .8. 

Compared with the SC9830A processor, nano120 
microprocessor computing time is almost 20 times the 
former. But it's the bulk price of less than 1 US dollars, 
known as one dollar computer. Nano120 integrated RAM, 
Flash, does not require external expansion memory. ECG 
Feature Extraction cluster system hardware costs only 12 
dollars, much cheaper than the SC9830A processor, but also 
to complete the same computing tasks. 

 

Figure 7.  Task Allocation on Microprocessor Cluster. 
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TABLE III.  SPEED COMPARISON OF THE FEATURE EXTRACTION 

PROGRAM ON THE SC9830A AND NANO120 

No. 
Consumed time (MS) 

SC9830A nano120 

1 109 2398 

2 110 2087 

3 122 2256 

4 112 2443 

5 111 2299 

6 108 2573 

7 112 2019 

8 113 2221 

9 109 2320 

10 109 2702 

11 120 2249 

12 113 2501 

Mean: 112.33 2339 

 

 
Figure 8.  Speed Comparison of the Feature Extraction Program on the 

SC9830A and nano120. 

IV. CONCLUSION AND FUTURE CONSIDERATIONS 

As a popular saying goes, two heads are better than one. 
The same is the case with microprocessors. Described in this 
article the microprocessor cluster has good price-
performance ratio. Its price is low and only need lower 
production conditions. In the aspect of software development, 
in order to achieve higher performance, you need to follow 
certain design rules. A well-designed distributed computing 
system can solve the problems with quite complex 
computation. 

Outlook to the future, when wearable devices entered 
into the people's daily life, you can't find a part with the 
name "mainboard" on these devices. Every sensor node is a 
microprocessor, they communicate with each other via the 
textile fiber cable or wireless networks. With low 
manufacturing cost, small enough volume and long service 
life, the wearable devices can completely combine with 
clothing. Just like a mobile phone has cameras today, 
clothing in the future will own intelligence. 
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