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Construction and Visualization of 3D Landscape

Pingping Liu
School of Computer Science and Engineering,Xi’an
Technological University,
Xi’an 710021,China
Email:1341369601@qg.com

Abstract—In order to know the operation condition before
working, and reduce the risk of serious accidents of coal
production industry. In this paper, by analyzing the
characteristics of the environment of underground mine, using
virtual reality technology, combined with the 3d Max
modeling techniques and VC++ calling the OpenGL graphics
interface techniques, the models are well optimized based on
progressive mesh LOD algorithm for edge collapse. Using
high-tech computer technology to simulate realistic mine
production environment and realization of a friendly
man-machine interactive virtual mine application system.
Keywords-Virtual Reality Technology; 3d Max; OpenGL;

LOD algorithm

I. INTRODUCTION

With the development of virtual reality and related
technology,3D digital geometric model has become a new
generation of digital media types after digital audio, image
widely used
manufacturing, military simulation etc. The optimization of
3D model is one of the key problems in the field of
computer graphics and digital geometry processing. Based

and video, in transportation, industrial

on the requirements of the application of digital mine
geometry modeling, this paper aims at the problems such as
the convenience of modeling, the diversity of modeling and
the flexibility of classification, studying the modeling of
digital
simplification of data, a progressive mesh LOD algorithm

mine and the organization of data and the

based on edge collapse algorithm is proposed, which can
optimize the virtual mine system model, improve the loading
speed. Add the collision detection technology, collision

Zhaopan Lu
School of Computer Science and Engineering,Xi’an
Technological University,
Xi’an 710021,China

detection technology, combined with 3d Max modeling
technology and VC++ call OpenGL graphical interface
technology to develop a set of digital mine application
system, really and vividly reflect the mine operating
conditions.

Il. VIRTUAL REALITY TECHNOLOGY BASED ON MODELING

Virtual reality (VR) is a kind of advanced human
computer interface, which can simulate and interact with
many kinds of sensory channels, such as sight, hearing,
touch, smell and taste. It makes full use of computer
hardware and software technology, through the computer
integrated  technology to  simulate  the
three-dimensional  space,providing a
immersion and

virtual
real-time virtual
environment,  with interaction and
conception.

The core of the modeling method is to build the virtual
model. The establishment of virtual model can use different
modeling software, such as CAD, Autodesk Revit, 3d Max
and so on. Taking into account the realistic degree of
modeling and the realization of virtual mine application
system on the VC++ platform and OpenGL interface, the 3d

Max is used to build the model.

I11. CONSTRUCTION AND VISUALIZATION OF 3D MODEL OF
OPENGL

In the development of the system, through the
combination of 3D Max software and OpenGL, we can
reduce the complexity of the system. The key part of
constructing the virtual mine model is the modeling of the

underground scene. According to the state characteristics of
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the mine scene model, it can be divided into dynamic entity
model and static entity model

A. Construction of static entity model of virtual mine

The mine static entity includes the mine shaft, the mine
track in the mine, the mine pipeline, the circuit and the self
rescue system and so on. Static modeling is mainly based on
the physical characteristics of the physical model and the
physical model of the physical environment. The physical
modeling of the static entity model is mainly about the
different solid textures caused by the external environment.
The geometric model of the static entity model is the entity
model of its own shape. In the process of geometric
modeling of static solid model, depending on the complexity
of the collected entity model data, for regular static entity
model, 3D Max can be used to build the model, for irregular
entity model, AutoCAD is used to modify the model outline,
and then the model is established by 3D Max.

B. Construction of dynamic entity model of virtual mine

In the process of constructing mine system model, it is
possible to change the internal structure of the original
model when constructing the moving part, therefore, we
should increase the degree of freedom of the link in the
model file, set corresponding positioning coordinates, based
on the degree of freedom, the motion of the model is
analyzed to determine the kinematic relationship.

As an important part of virtual mine system model, the
modeling process of dynamic entity model is:® Using 3D
Max to construct the static entity model and dynamic entity
model, in the process of building dynamic model, the degree
of freedom increases; @Enhanced dynamic entity model
animation effect; @The flash effect of dynamic model is
presented in the model of virtual mine system

IV. OPTIMAL DESIGN OF 3D LANDSCAPE SYSTEM MODEL

Because of the complexity of the mine scene, when
loading the model, complex model will cause the system
CPU load is too large, the system will not work in
coordination, the model output delay and picture frame
refresh are too slow, which reduces the effect of the mine
system. As shown in figure 1, for the two spheres of the
same radius and the number of patches is not equal, the

required system CPU load and memory capacity are
different, as shown in Table 1.

Spherel Sphere2

Figure 1.  Different facets of sphere model

TABLE I. SYSTEM CPU LOAD COMPARE WITH MEMORY COMPARISON UNDER

THE NUMBER OF DIFFERENT PIECES

Model name Patch number Occupied memory
Sphere 1 1000 18MB
Sphere 2 3500 28MB

In order to speed up the output of the scene model and
ensure the real-time performance of the virtual scene, need
to simplify the complexity of the scene. For the objects in
the mine scene far away from the observer, there is no need
to describe the details, the appropriate combination of some
triangular surface of the object, the visual effect of the
picture did not have an impact. The model details of virtual
mine system are simplified by correlation, reduce the detail
level of the model, After the treatment of the model can be
selected according to specific occasions, and there is no need
to select the full details of the model in any situation, and the
number of triangles in scene model is greatly reduced. When
the LOD algorithm is used to optimize the mine model, it is
necessary to judge whether the scene objects need to be
simplified and what level of detail should be used to
represent the object, According to the characteristics of the
complex structure of the virtual mine system, this paper
proposes a progressive mesh LOD algorithm based on the
edge collapse algorithm, the virtual mine system model is
optimized by this algorithm.

A. Optimization of progressive mesh LOD algorithm based
on edge collapse

1) The basic idea of progressive mesh
The basic idea of progressive mesh is the mesh

simplification algorithm based on edge collapse, The
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triangular mesh edge collapse operation is shown in figure 2,
a set of dual operations includes a side folding operation and
a corresponding vertex splitting operation, Edge collapse
operation is the edge (a, b) synthesis vertex {a},and delete
the triangle {a, b, c} and {a, b, d};Contrary, Vertex splitting
operations split vertex {a} into edges (a, b), and generate
new triangles {a, b, c} and {a, b, d}.

Edge 3
collapse //
; /

— ‘ —

- /vertex ck—

e j split

Sketch map of edge collapse operation

/
/
/

Figure 2.

The feature of this method is that the local mesh
elements are changed by each iteration, a vertex, an edge,
and two triangles, therefore, it is possible to produce very
regular information sequences. A set of edge collapse
operation sequences will generate a set of continuous
approximate grid sequences, can be expressed as

edgecol, edgecol, . edgecoly
M, =M, =M, M, (1)

Vertex split conversion, through the simplest grid to get
the subsequent high-level grid of detail, in theory, these two
operations are reversible, can be expressed as

M 0 vsplig M1 vsplit ..M o vsplit, 4 M . (2)

2) Error measure of edge collapse
Error measure of edge collapse is the new vertex to a

related set of plane and the square of the distance after edge
collapse. This method is simple, small memory, and fast, the
quality of the simplified mesh is very high. It is an ideal
error measure which takes into account both the speed and
the quality of the model.

In Euclidean space, the expression of the plane is

T —
n'v,+d=0 @)

T
n=|nnn | . .
[n, y ] is plane normal vector, is constant.

_ T
The square of the distance from point v=[xyz] to

the plane can be expressed as
D?=(n"v+d)? =(v'n+d)(n"v+d)=v'(nn")v+20n"v+d? )

Can define three

Q:(a,b,c):(nnT,dn,dz),

tuples

to express DZ, Such as
®)

D?=Q(v)=v'av+2b'v+c )

Where a is a symmetric matrix of 3*3, b is a 3
dimensional vector, ¢ is a constant.

The 2 error measure can be used to facilitate error
accumulation, such as formula (6)

QW) +Q, () =(Q+Q,)V) ©)

Among,(QlJer):(31+azaleszvCﬂLCz)o

Sum the error matrix corresponding to each correlation
plane of the vertex, The error matrix of the vertex is
obtained.

In the grid, The sum of the error matrix of the two

vertices of the edge of each edge is Q= Ql + Q2 ,The two

error value is Q(V).

B. Implementation of the algorithm in virtual mine model
optimization

Ml MZ

Optimization model M, , ) ...need to

maintain a certain degree of similarity with the original mesh
model, the key is on the selection of edge collapse and the
location of the target points after the edge collapse, These
depend on the edge collapse cost. It is best to meet three
conditions: (DSimple operation; @Simplified record of
original model to simplified model; ®Most mesh models
can be simplified.

Based on the above criteria, in order to meet the actual
needs of the mine, The effect of deleting a shorter edge on
the overall model shape, the influence of a shorter edge on
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the shape of the whole model and the influence of the two
error value on the flatness of the model are also discussed,
this paper proposes a method to measure the edge collapse
cost by using the product of side square and the two error
value.

Edge collapse cost can be calculated as follows:

edgecobg(v)=Q(v)xL? @

edgecol cost(v)

In this type, is edge collapse cost;

Q(V) two error value for the folded edge; L is the length

of the side being folded.
Selection of folded edges: The choice of each edge

collapse should be folded at the cost of edgecol cos t(v)

from small to large order. In view of the special situation of
the triangle shape distortion caused by the folding operation,
So it is necessary to check the triangle mesh model which is
generated after the edge collapse. If the new mesh model is
reasonable, the edge collapse operation can be implemented,
In the case of distortion and other special circumstances, the
upper and lower edges of the set of edges are folded.

The location of the target point to be generated after the
folded edge is selected. For large objects, a large amount of
data for a wide range of 3D models, in order to improve the
efficiency, the virtual mine model directly uses the original
data. The original point is the folded edge vertex in a lower

¢ edgecol cost(v,)

cost. Calculate the sizes o and

edgecol COSt(VZ). Because the L is the same, in fact,

compare the size of the Q(Vl) and the Q(VZ), select one

of the smaller fold .

The algorithm is used to simplify a mine car in virtual
mine, the data shown in Table 2. Figure 3 is the model grid
of the mine, Among them (a) is the original details of the
mine level diagram, and (b) is a rough layer model which is
simplified by the algorithm. The result showed that the

number of vertices and the number of triangles on the
surface of the car are obviously reduced after simplification.

TABLE Il. THE MODEL DATA OF DIFFERENT LEVELS OF CAR

cars model Vertex number  Number of triangles
Before
2672 5236
simplification
After
413 718
simplification

(a) Fine mesh

(b) Rough mesh

Figure 3. The mesh hierarchy of tramcar

V. REALIZATION OF VIRTUAL MINE 3D ROAMING

Virtual mine roaming system is through a camera to
simulate the human eyes to observe the scene in the scene.
In OpenGL, we mainly use gluLookAt (...) function to
observe the virtual mine scene, which is used to change the
position of the viewpoint in the Virtual Mine Scene. The
position of this view represents the location of the user's
eyes. When the user controls the main view roaming in the
virtual mine scene, to see the distant scene model is more
and more close, it shows that the position of the viewpoint in
the virtual mine scene has changed. The gluLookAt (--)
function is as follows:

gluLookAt(GLdoubleeyex,GLdoubleeyey,GLdoubleeye
z,GLdoublecenterx,GLdoublecentery,GLdoublecenterz,GLd
oubleupx,GLdoublupy,GLdoubleupz)

The gluLookAt (--+) function is used to control the
camera, the first three parameters indicate the location of the
camera, the middle of the three parameters that represent the
location of the point of view, the following three parameters
represent the orientation of the camera, through the three
sets of parameters to move the camera position, change the
viewpoint to achieve camera roaming, The roaming effect is
shown in Figure 4.
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(a) mine shaftbottom

(b) coal mine roadway

Figure 4. The effect chart of mine roaming

V1. CONCLUSION

1)Analysing the characteristics of the mine environment,
the whole scene of the 3D virtual mine and the modeling of
some equipment models are realized by using 3ds Max
software. Combined with LOD algorithm, the progressive
mesh simplification algorithm is improved. This paper
proposes a progressive LOD algorithm based on edge
collapse, which can realize the operation of edge collapse. It
can meet the requirement of rapid generation of progressive
mesh model, simple operation, fast loading, less memory.

2)Analysing the virtual mine system, a reasonable
framework of the virtual mine system is established, which
realizes the visualization of the 3D tunnel and the friendly
interface, and completes the development of the virtual mine
system.
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Levenberg-Marquardt Method Based Iteration Square Root Cubature Kalman
Filter ant its applications

Mu Jing
School of Computer Science and Engineering
Xi’an Technological University
Xi’an, 710032, China;
e-mail:mujing1977@163.com

Abstract—To improve the low state estimation accuracy of
nonlinear state estimation due to large initial estimation error
and nonlinearity of measurement equation, we obtain
Levenberg-Marquardt (abbr. L-M) method based iteration
square root cubature Kalman filter (ISRCKFLM) combining
the measurement update of square root cubature Kalman filter
(SRCKF) with nonlinear least square error, so the
ISRCKFLM algorithm has the virtues of global convergence
and numerical stability. We apply the ISRCKFLM algorithm
to state estimation for re-entry ballistic target; the simulation
results demonstrate the ISRCKFLM algorithm has better
accuracy of state estimation.

Keywords-Nonlinear filtering;
Levenberg-Marquardt method

Cubature Kalman filter;

l. INTRODUCTION

A series of nonlinear filters have been developed to apply
to state estimation for the last decades. Up to now the
commonly used non-linear filtering is the extended Kalman
filter (EKF) [1, 2]. The EKF is based on first-order Taylor
approximations of state transition and observation equation
about the estimated state trajectory under Gaussian
assumption, so EKF may introduce significant bias, or even
convergence problems due to the overly crude approximation
[3].

Recently, one type of suboptimal nonlinear filters based
on numerical multi-dimensional integral were introduced in
[4-6], such as cubature rules based cubature Kalman filter
(CKF) and the interpolatory cubature Kalman filters (ICKFs),
which used numerical multi-dimensional integral to
approximate the recursive Bayesian estimation integrals
under the Gaussian assumption. The CKF can solve high-
dimensional nonlinear filtering problems with minimal
computational effort and can be deemed as special case of
ICKFs. Furthermore, the stability of CKF for non-linear
systems with linear measurement is analyzed and the certain
conditions to ensure that the estimation error of the CKF
remains bounded are proved in [7]. On the other hand, in
order to decrease the effect of initial estimation error and
nonlinearity of measurement equation, Levenberg-Marquardt
method based iteration cubature Kalman filter was developed
on the basis of the CKF in Reference [8]. In fact, singular
matrix occurs in the implementation of the above filters
mentioned if the initial estimation is selected improperly. So

Wang Changyuan

School of Computer Science and Engineering
Xi’an Technological University
Xi’an, 710032, China;
e-mail:cyw901@163.com

the cubature rule is exploited as square root cubature
information filter [9] and the square root cubature Kalman
filter (SRCKF) was developed in order to mitigate ill effects
and improve the numerical stability [5].The SRCKF also
shows its weakness in the robustness and estimation
accuracy. Making use of L-M method and the superiority of
the SRCKF algorithm, we obtain the L-M method based
iterative square root cubature Kalman filter ISRCKFLM), in
which, we transform the measurement update of SRCKF to
the problem of nonlinear least square error, then use L-M
method to solve it and obtain the optimal state estimation and
covariance to improve the low state estimation accuracy of
nonlinear state estimation due to large initial estimation error
and nonlinearity of measurement equation.

The rest of the paper is organized as follows. We begin in
Section 2 with a description of square root cubature Kalman
filter (SRCKF). The L-M method based iterative square root
cubature Kalman filter (ISRCKFLM) is developed in Section
3. Then we apply the ISRCKFLM algorithm to track re-entry
ballistic target (RBT) with unknown ballistic coefficient and
discuss the simulation results in Section 4. Finally, Section 5
concludes the paper.

1. L-M BASED ITERATION SQUARE ROOT CUBATURE
KALMAN FILTER

Consider the following nonlinear dynamics system:

X, = f (Xk—l) +W . (D

z, =h(x,)+v, . ()

where f and h are some known nonlinear functions;

X, € R™and z, eR™ is state and the measurement vector,
respectively; w, , and v, are process and measurement
Gaussian noise sequences with zero means and covariance
Q. and R, , respectively, and {w,,} and {v.} are
mutually uncorrelated.

Suppose that the state distribution at k-1 time

is X4 N(%.,S.S;,) . Levenberg-Marquardt based

Iteration square root cubature Kalman filter (ISRCKFLM) is
described as follows.
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(1) Time Update
1) Calculate the cubature points and propagate the
cubature points through the state equation

Xika =Siaéi + )A(k—l : 3)

Xi*,k = f(xi,kfl) . 4

where & =m/2[1],,@ =Ym,i=1---m=2n_, the [1], is a
n, dimensional vector and is generated according to the way
described in [2].

2) Evaluate the predicted state and square root of the
predicted covariance

X, = Zw. Xi*,k . ®)
§k :Tria([;(; SQ,k—l]) . (6)

here, S, ,_, denotes a square-root factor of Q,_, and Tria() is

denoted as a general triagularization algorithm. The matrix
2, s defined as:

X: :]/\E[X;k _ik X;,k _)_(k"“7 X;‘k _)_(k] . (7)

3) Evaluate the modified covariance:

-1
ﬁk={|—§k§;(§k§[+iq F@- ®)

where is adjusting parameter.
(2) Measurement update

1) Set the initial value as: X = X, .
2) Assuming the i-th iterate X" , calculate the matrix

L =PI O[3, ZNBI (E) +R ] ©)
3) Calculate the i-th iterate

% = %, + L {2, ~h(x") =3, (%)%, ~ %)

07 (¢ONP (v _ g0 -(10)
_,Ui{l — L3 (% )} P (X —%")
4) Calculate the iteration termination condition
")A(é”l)—)is)||£gop =N, (11)

eand N are predetermined threshold and maximum iterate
number, respectively. If the termination condition meets, the
iterate return to 5); otherwise, set X" =%, continue to 2).

5) Calculate the state estimation at k time instant
%, = %M. (12)

6) Evaluate the cross-covariance and square root of
innovation covariance at k time

P, =S.5¢Jy (%) (13)

S, =Chol(J,(X")S,  Spi ] (14)
7) Calculate the square root of covariance at k time

K. =P,/S./S,. (15)

S, =Chol ('S, -K,J,(X")S, K,Se, ). (16)

where symbol ““/ ” represents the matrix right divide operator.

I1l.  APPLICATIONS TO STATE ESTIMATION FOR RE-ENTRY
BALLISTIC TARGET

To demonstrate the performance of the ISRCKFLM
algorithm, we apply the ISRCKFLM to estimate state of re-
entry ballistic target with unknown ballistic coefficient and
compare its performance against the SRCKF and iterate
square root cubature Kalman filter using Gauss-Newton
method (ISRCKF) algorithms. All the simulations were done
in MATLAB on a ThinkPad PC with an Intel (R) CORE i5
M480 processor with the 2.67GHz clock speed and 3GB
physical memory.

In the simulation, the parameters and the initial state
estimate are the same as in [10]. To demonstrate the
performance of the ISRCKFLM algorithm, we use the root-
mean square error (RMSE) and average accumulated mean-
square root error (AMSRE) in the position, velocity and
ballistic coefficient introduced in [8]. Figure. 1, Figure. 2 and
Figure. 3 show the RMSEs for the SRCKF, ISRCKF and
ISRCKFLM (4=10") in position, velocity and ballistic
coefficient in an interval of 15s-58s. The AMSREs of the
three filters in position, velocity and ballistic coefficient are
listed in Table. 1. The iteration number selected in the
ISRCKFLM and ISRCKF algorithms is 4. All performance
curves and figures in this subsection were obtained by
averaging over 100 independent Monte Carlo runs. All the
filters are initialized with the same condition in each run.

From Figure. 1, we can see that the RMSE of
ISRCKFLM in position is far less than that of SRCKF
algorithm, and is less than that of ISRCKF algorithm.
Moreover, the ISRCKFLM needs 14.5 seconds to make the
RMSE in position reduce below 500 meters, the ISRCKF



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017)

algorithm needs 34.6 seconds, and SRCKF algorithm needs
about 47.6 seconds, so the ISRCKFLM algorithm has faster
convergence rate than the SRCKF and ISRCKEF algorithms.
So the estimates provided by the ISRCKFLM in the position
and velocity are markedly better than those of SRCKF and

ISRCKF algorithms.
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Figure 1. RMSEs in position for various filters
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Figure 2. RMSEs in velocity for various filters

Observe from Figure. 2, the RMSE of ISRCKFLM in
velocity is far less than those of SRCKF and ISRCKF
algorithm in the interval time (t < 35s), the ISRCKFLM still
has faster convergence rate. And the RMSEs of the three
filters lie at the lower level in the period (t >35s).

As to the estimation of the ballistic coefficient, in the
Figure. 3, the RMSEs of the three filters have less
improvement in the interval time (0< t <35s) because of
having less effective information about it from the noisy
measurement. The RMSEs of the three filters begin to
decrease at about t=37s because the measurements have the
effective information on ballistic coefficient. In the period
(35s< t <45s), the RMSE of the ISRCKFLM algorithm for
the ballistic coefficient decreases more rapidly than that of
SRCKF, and decreases at the same rate as that of ISRCKF.
At the period 45s< t < 58s, the RMSE in the ISRCKFLM

algorithm decreases most rapidly among the three algorithms.

The ballistic coefficient estimate in the ISRCKFLM

algorithm has the great improvement.
250

200 %

150 %

100 M%
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0
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Figure 3. RMSEs in ballistic coefficient for various filters
TABLE I. AMSRES IN POSITION, VELOCITY AND BALLISTIC
COEFFICIENT
. AMSREp AMSREvV AMSRE
Algorithms (m) (mis) (kg/m? )
SRCKF 2693.096 306.133 165.363
ISRCKF 1457.078 250.900 162.530
ISRCKFLM 856.993 220.296 160.658

According to Figure.l-Figure. 3, the RMSEs of
ISRCKFLM in position and velocity markedly decrease,
compared with those of the SRCKF and ISRCKF algorithm.
Although the RMSE of ISRCKFLM in ballistic coefficient
has less improvement, its RMSE significantly reduces in the
last period. So the ISRCKFLM improves the state estimation
accuracy of re-entry ballistic target.

From TABLE 1. 1, it is seen that, the ISRCKFLM’s
AMSRE in position reduces by about 68%, and its AMSRE
in velocity reduces by about 28% compared to SRCKF. And
compared to ISRCKF, the AMSRE of ISRCKFLM
algorithm in position decreases by about 41%, and its
AMSRE in velocity decreases by about 12%. Table.1 shows
ISRCKFLM’s AMSRE in ballistic coefficient reduces
marginally, but Figure.3 shows the ISRCKFLM’s RMSE is
less than the other two filters in the interval of 40s-58s.
Hence, the ISRCKFLM is to be preferred over the other
filters in the light of AMSREs in the position, velocity and
ballistic coefficient and has better performance.

Therefore, on the basis of the simulation results presented
in Figure.1-Figure.3 and Table.1, one can draw a conclusion
that the ISRCKFLM algorithm vyields on the superior
performance over the SRCKF and ISRCKF algorithms on
state estimation of re-entry ballistic target.

IV. CONCLUSION

The ISRCKFLM algorithm has the advantages of global
convergence, fast convergence and numerical stability. The
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ISRCKFLM algorithm is applied to state estimation for re-
entry ballistic target. Simulation results demonstrate that the
performance of ISRCKFLM algorithm is superior to SRCKF
and ISRCKF algorithms. So the ISRCKFLM algorithm is
much more effective and improves the performance of state
estimation to a marked degree.
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Abstract—Real-time Compressive Tracking (CT) uses the
compression sensing theory to provide a new research
direction for the target tracking field. The algorithm is simple,
efficient and real-time. But there are still shortcomings:
tracking results prone to drift phenomenon, cannot adapt to
tracking the target scale changes. In order to solve these
problems, this paper proposes to use the Kalman filter to
generate the distance weights, and then use the weighted
Bayesian classifier to correct the tracking position, and
perform multi-scale template acquisition in the determined
position to adapt to the changes of the target scale. Finally,
introducing the adaptive learning rate while updating to
improve the tracking effect.. Experiments show that the
improved algorithm has better robustness than the original
algorithm on the basis of maintaining the original algorithm
real-time.

Keywords-compression sensing; CT; multi-scale; Kalman
filter

. INTRODUCTION

Target tracking is the core research content in the field of
machine vision. It has a wide range of applications in
human-computer interaction, video surveillance, scene
comprehension and behavior recognition. In recent years,
domestic and foreign scholars have proposed a variety of
tracking methods, such as target-based, regional matching
tracking algorithm, but these algorithms in the practical
application of the situation in the poor robust, easy to track
failure. Most of the current tracking problems using
background and target binary classification of ideas, that is
tracking-by-detection.

Compressed sensing theory is a kind of signal expression
based on sparse expression in recent years, which has great
influence in mathematics and engineering application. Has
been applied to wireless communications, image processing,
pattern recognition in many areas. Kaihua Zhang et al[8].
Applied the compression perceptual theory to the target
tracking problem. The algorithm is simple and efficient, and
real-time, which provides a new research direction for the
target tracking field, but the algorithm still has some
shortcomings .
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Compression sensing algorithm in the tracking process
tracking frame scale unchanged, easy to introduce
background error, resulting in tracking box drift, the final
tracking failure. Aiming at this problem, a simple scale
transformation method is proposed, which can adapt to the
real-time performance at the same time. Compression
tracking algorithm is a typical tracking-by-detection
framework, once the target part of the block, must introduce
the error, resulting in drift, the location is difficult to restore.
In response to this problem, this paper proposes the use of
Kalman filter tracking box position correction. Compression
tracking classifier update using fixed update mode, that is, a
fixed learning rate, this approach will inevitably lead to
update rate cannot adapt to the target changes, at the same
time easy to introduce errors, and then drift. This paper
presents a relatively simple way to update, can be better
adaptive target changes.

Il.  REAL-TIME COMPRESSIVE TRACKING

The compression perceptual tracking algorithm is a
tracking algorithm based on the compression perceptual
theory [1]. The compression perceptual theory[2] states that
if a signal can be compressed and the random perceptual
matrix satisfies the Johnson-Lindenstrauss inference[3],

there is a higher probability that the Y is reconstructed by
X

V=¢gX g R™"(m<<n) (1)

The compression tracking uses the formula (1) to extract
the target feature[4], X is the characteristic matrix of the

target high dimension, ¢is the random perception matrix,
V is the low-dimensional characteristic matrix of the target,

and its sparse Chengdu depends on the sparse degree of ¢
The compression tracking uses a very sparse and satisfying
Johnson-Lindenstrauss inference of a random projection
matrix defined as follows:
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1 wirh —

prob

prob :l—l
5

V. =5 X 0 waith

—1 with prob

2

In the formula, S randomly selected from 2 to 4.
Compression feature extraction target tracking algorithm is
used with similar Hear-Like relative difference feature. Each

element of the low-dimensional feature is a linear
combination of spatial distributions of different scales.
After the compression feature is extracted, the

compressed features are entered into the naive Bayesian
classifier to distinguish the background and the target. The

_ T n
target low dimension represents V(@)= V,) R ,
assuming that each element is independent of each other,
naive Bayesian model:

n V :1 :1
H(v) =log I;IP(V.IY iy -3 [M] ®)

[Tpely=0py=0)| = \PUIY=0
Provable high-dimensional random vector

mathematically random projection is always in line with the
Gaussian distribution [5]. Thus the conditional distributions

pvily=1) and p(vi|y=0) in the classifier
conform to the Gaussian distribution.

p(vi ly=1)~N(s,07) 4)

p(v; |y =0)~N(z,07) ®)

1

1
In the formula, Hi ang i represent the mean and

standard deviation of the 1=t feature of the positive
0

0
sample, respectively. Hi and 91 are the mean and

standard deviation of the i—th feature of negative
samples, respectively. The maximum response value position
is the most likely target location. After determining the
maximum corresponding position, the relevant parameters
can be updated from the adaptation background and target
changes. Parameter updating formula is:

iy —— 2ty + (L= A 6)

ot — (Ao +U- AV + M- A -y (D)

11

In the formula, A is the learning rate , A>0 and A
is constant, the value reflects the speed of the
0 0
updating.'u and O update the same as above.

Il.  IMPROVEMENT OF COMPRESSION TRACKING

A. Combined with Kalman filter correction

Compression tracking classifier formula (3) to determine
the target area is the way to all the probability of a simple
sum, the response to the maximum value of the region is the
target location. But sometimes the characteristics of the
target and background characteristics are similar, it is not
conducive to the classification of the classifier. Assuming the
true position of each frame, it is clear that the closer to the
real position, the greater the probability. At this point can be
generated distance weight, add it to the classifier, improve
the classifier classification performance, to enhance the
credibility of the classifier. Of course, the real location of the
target cannot be known in advance, you can use the forecast
position instead of the real location. Maintaining the
Integrity of the Specifications.

Kalman filter is a linear system state equation, through to
the system input and output data, the optimal estimation of
the system state is presented. The Kalman filter can be used
to estimate the target position of the next frame using the
current motion target parameters [7].

X (k |k —1) = AX (k-1 k 1) + BU (k) (®)

X(KkIk=2) is the upper frame target
X (k-1|k-1)

In the formula,

motion parameter. is the target tracking

result for the last frame. U(k) is the control amount, set to
0.

P(k|k—-1) = AP(k—1|k ~)A+Q )

the formula, P(klk-1)

corresponding to X(klk_l), and Q is the covariance of
the target tracking system. The Kalman filter combines the
predicted position of the current target with the current target.
Calculate the optimal estimate of the position of the target

X (k| k) K, (K)

In is the covariance

is Kalman gain.

X (k|K) = X (K| k=D +K, ()ZK) -HX(k[k-D)  (10)

After the predicted position obtained by the Kalman filter,
the distance of each sample is measured to obtain the
position weight, and the position weight is added to the
classifier. Define the distance from the sample to the target
location:
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| =0 00 -0, 00F + [0l (-0, ] (11)

0] X (0] .
In the formula, p'e( ) and pre(y) predict the X
coordinate and y coordinate of the target position by

K k
Kalman filter respectively. Oger(X) and Oger(¥) are the

X coordinates and Y coordinates of the 1=t sample,
respectively. In order to reduce the impact of noise on the
weight of the reference[6], the normalization function is a
hyperbolic tangent function. The normalized position
weights are:

W, :% tanh| 0.01x : (12)

In the formula, ]/Ii indicates that the distance from the
predicted distance of the sample is, the smaller the
probability that the sample is judged as the target, the smaller
the position weight Wi is. When the sample distance is
closer to the predicted position, the opposite is true. # and

O are the mean and variance of l/li respectively. The
position weight is introduced into the formula (3):

" 13
Hwip(vilyzl)p(y:l) n W, p(v, | y=1) ( )
H'(v) = log| —= :Zlog[ (Pl ly= ]
[Ta-w)pily=0p(y=0)| * \@-WIptily=0)
o W . .
By the normalization of t&NN when Vi iso0.5, it does

not affect the classifier. W greater than 0.5 when the

p(Vi ly=1) value becomes larger, less than 0.5 on the
contrary. That is, when the predicted position is closer to the
target, the W value is larger, and the closer the target
response value is, the better the background and the target
will be. This weighted Bayesian classifier improves the
performance of the classifier and enhances the reliability of
the classifier.

B. Scale Processing

The compression algorithm is fixed in scale, i.e., the size
of the tracking window is constant. The theoretical analysis
shows that when the target becomes larger, the negative
sample acquisition area and the target area are too close, so
that the generated classifier can reduce the performance of
the target background. When the target becomes smaller, it is
easy to introduce the background error, resulting in tracking
box drift.

12

When the target position is obtained, it is assumed that
the position is accurate and the scale is suitable and no error
is introduced. The secondary acquisition can be carried out at
this position. The acquisition is mainly carried out at this
position for multiple scale templates, and the classifier is
used again. Get the maximum response value, that is, the
result of scale transformation.

This method assumes that the target does not undergo
dramatic changes in the scale during the tracking process. So
the collection of different scales of the size of the rectangular
box can be in the up and down about four directions can be
outward to the outside of the proportion of amplification and
reduction. In this paper, the scale is chosen to be between 0.5
and 1.5, with an interval of 0.05. That is, you can collect a
total of 20 different sizes of templates.

Figure1.  Scale Change

After the tracking frame scale changes, high-dimensional
feature vectors cannot be mapped into low-dimensional
space. In order to solve this problem, the essence of the
nonzero term in the random sparse matrix is to sample the
pixels in the tracking frame. After scale transformation, it is
necessary to ensure that the position of the pixel sample and
the relative position of the tracking frame remain unchanged.
In practice, the random sparse matrix not only records the
randomly generated weights, but also records the position of
the feature expression. The operation of the feature is similar
to that of the tracking frame, and the ratio of the scale and
the scale of the tracking frame is the same in the four
directions of the upper, lower, left and right directions, and
the new random sparse matrix is obtained.

The above analysis shows that the new tracking box
scale transformation method is simple. The new random
sparse matrix is linearly transformed on the original random
sparse matrix, and the overall computation is not large, and
the real-time effect of the algorithm is limited. The scale
transformation of this method can adapt to the change of
target scale on the basis of keeping the algorithm real-time.

C. Update Improvement

From the perspective of algorithm design, the algorithm
needs to be able to adapt to the appearance of the target to a
certain extent. As can be seen from the above algorithm, the
compression sensing algorithm will re-acquire the positive
and negative samples and update the classifier after finding
the "target position™ of the frame. This approach is, to some
extent, the appearance of the adaptive tracking target.
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However, once the target is partially blocked, the
background is complex, it will inevitably introduce noise and
background error. In the follow-up of the process of tracking
the phenomenon of drift, with the drift of the phenomenon of
accumulation, and ultimately tracking failure.

Equation (6) (7) analysis shows that the new parameter
model has two parts. The first part is the model of the
previous frame, which represents the stability of the target.
The second part is based on the current frame of the target
for the collection of positive and negative samples to learn
the new model, represents the goal of change. The new and
old models are linearly combined to form an updated
classifier parameter model. The learning rate of the
compression perceptual tracking algorithm is a fixed value.
When the new template is suspicious, it cannot effectively
suppress the update.

This paper proposes a learning rate that can be adapted to
a target change. The histogram is calculated for the
maximum response position of the classifier, and the
distance between the previous frame and the current frame
processing result is calculated using the Bhattacharyya
distance.

L=>" Jpa, Le(]

The closer the distance, the higher the matching degree
of the two images, on the contrary, the lower. Set a threshold
at that time, you can update, on the contrary, it means that
the current frame and the previous frame of the image
difference is large, then refused to update to avoid the
introduction of error. The new learning rate is:

(14)

A=2A/L (15)

In the formula, A is the learning rate, and B is the
Bhattacharyya distance of the previous frame and the current
frame processing result. The larger the results are similar, the
smaller the learning rate is needed, the smaller the difference
is, the larger the learning rate is. In this way, adaptive control
classifier learning rate. Because only need to calculate the
previous frame and the next frame of the results of the
histogram, and then Bhattacharyya distance operation, the
overall calculation of the amount did not significantly
improve, in keeping the algorithm on the basis of real-time
better adapt to the appearance of the object changes.

D. Algorithm

Multi - scale Target Tracking Algorithm with Kalman
Filter in Compression Sensing

Input: the t—th image frame

1: Collect the image set for the first time and use the
classifier to determine the target position.

2: The Kalman filter corrects the target position.

3: Scale transformation, and change the number of
random sparse matrix columns, to ensure that the

high-dimensional  feature  vector to
low-dimensional space.

4: The second collection of image sets, and extract
low-dimensional features, update the classifier
parameters.

Output: Tracking target location

mapping
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IV. EXPERIMENT AND CONCLUSION ANALYSIS

A. Tracking Effect Analysis

This algorithm simulation platform for Visual Studio
2013, release mode, call opencv visual library programming,
version number: 2.4.13. Tests use the same computer, and
the test sequence comes from the common test set.

In this paper, the first group of test sequence name box,
the background is complex, the target part of the occlusion
and appearance changes. At the time of sequence 321, when
the tracking target is partially blocked, the compression
tracking algorithm begins to drift, and the 339th frame
compression tracking algorithm fails to track completely.
And the use of this algorithm, 324 objects occlusion can also
be more accurate tracking to the target, in the first 339 series
can continue to track the target. When the algorithm is
improved, the tracking failure caused by the occlusion of the
object is greatly reduced.

Figure 2. Box sequence of the original algorithm 321,324,330,339
frames

Figure 3. Box sequence of the improve algorithm 321,324,330,339

frames
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In this paper, the second group of test sequence name
Walking2, the background is more single, the target part of
the block, in the tracking process has a similar target
interference. In the 29th frame of the sequence, similar
objects appear at 210 frames, and the similar target is
partially blocked when the target is about 210 frames. At this
time, the original compression tracking algorithm starts to
track and drift, 220 frames are completely disturbed by

similar target, 230 frame tracking algorithm is tracked failure.

The use of this algorithm, in the 210 frame when the target is
partially blocked in the case, to continue to track, 230 can
also continue to track. After the algorithm is improved, the
robustness of similar interference is improved.

[o@] = |

= B

Figure 4. Walking2 sequence of the original algorithm 195,210,220,230

frames

e

Figure 5.  Walking2 sequence of the improve algorithm

195,210,220,230 frames

B. Date Analysis

After the above comparison using the sequence image,
the following two kinds of algorithms for quantitative
analysis, using two analysis methods. The first is the
algorithm running speed comparison table 1, the unit is the
number of transmission frames per second fps. Similar to the
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theoretical analysis, the speed of this algorithm is slightly
lower than the original algorithm. The improvement scheme
proposed in this paper basically maintains the real-time
performance of the original algorithm. As can be seen from
the data, for different image sequences are reduced, but the
reduction is not significant.

The second is to track the success rate, the public test set
to provide the tracking target real location and algorithm
tracking position to compare. In the same sequence of test
environment, tracking success rate has greatly improved, and
enhanced the robustness of the algorithm.

TABLE I. ALGORITHM RUNNING SPEED COMPARISON

Sequence CT Improved
Box 69fps 64fps
Walking2 70fps 66fps

TABLE II. TRACKING SUCCESS RATE COMPARISON

Sequence CT Improved
Box 21.53% 73.55%
Walking2 20.15% 32.31%

V. CONCLUSION

The algorithm is mainly based on the compression-aware
tracking algorithm, which is based on the improvement of
the algorithm. In order to maintain the excellent real - time
performance, the Kalman filter is introduced to improve the
tracking effect of the tracking target scale transformation and
partial occlusion by simple scale transformation. At the same
time, it improves the parameter updating mechanism of the
algorithm classifier, effectively suppresses the iterative
accumulation of errors and improves the robustness of the
algorithm. Experiments show that this algorithm is effective.
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Abstract—Expression of gene block, with the GPU parallel  of gene regulatory relations spectrum map; there are a lot of
thread structure characteristic calculation, according to the  noise and affect the gene expression significantly, increased

structural characteristics of GPU thread design of double the difficulty of constructing gene regulatory networks.

parallel mode, and the use of texture cache memory to achieve At present the construction of gene regulatory network
high efficiency; on the basis of CPU two level cache capacity of model are: Bayesian network model[3] and mutual
basic blocks further subdivided into sub blocks to improve the information model[4]. The Bayesian network model into

cache hit rate, the technology to reduce the number of memory
accesses the use of data, reduce the thread migration in the
core between the use of thread binding technology; according
to the calculated capacity allocation of multi-core CPU and
GPU CPU and GPU gene in the mutual information
calculation task to calculate the load balance of CPU and GPU;
in the design of the new threshold calculation algorithm based

directed acyclic graph model and hidden Markov chain to
describe the relationship between Bayesian network
variables and interactions, to construct regulatory network
models. However, the Bayesian model of exponential time
complexity in the construction of large-scale global the
efficiency of gene regulatory network is very low[5]. Butte

on the design and implementation of memory efficient ~ and IKohane proposed the use of mutual information as the
construction of global gene control network CPU /GPU  detection of gene regulation relationships between complex
parallel algorithm. The experimental results show that  tools, experiments show that the network model based on
compared with the existing algorithms, this algorithm speed is mutual information in the construction of regulatory network
more obvious, and is able to build more large-scale global gene  quality and time complexity and has obvious advantages[6].
regulation Control network. The mutual information algorithm for constructing gene
regulatory networks based on mostly serial algorithm the

Keywords-Genome-wide; Gene regulatory network; CPU  construction control network of approximately one thousand
IGPU cooperative computing; Efficient access cache; Parallel  genes. These serial algorithms can only eukaryotic Creatures
algorithm generally consist of tens of thousands of genes. The
establishment of global gene regulatory network requires 109

I.  INTRODUCTION orders of number of mutual information calculation.

With the complete genome sequence of the human
genome work sketch, multiple model organisms, after
genomics genome era main focus from sequencing steering
function research[1]. Analysis of gene expression microarray
technology makes the establishment of global gene
regulatory networks become possible, but the construction of
gene regulatory network is very difficult[2]: every eukaryotic
organisms have tens of thousands of genes, leading to the
gene regulatory network to build a special complex; there is
no model of a mature method, from gene expression analysis

mutual information algorithm.
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This proposed algorithm is a global gene regulatory
network platform design and implementation of multi-core
CPU/GPU[7] in the parallel collaborative heterogeneous
computing, the main contributions are as follows: the parallel
construction of gene regulatory network model design, the
design and implementation of the new regulatory threshold
selection algorithm; design and implementation of the CPU
and GPU memory efficient parallel computing gene the
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Il.  CONSTRUCTION OF GENE REGULATORY NETWORK
MODEL BASED ON MUTUAL INFORMATION

A. Mutual information estimation

Mutual information measures the correlation between
two event sets, and the mutual information of the two events
X and Y is defined as[8]:

I(X,Y)=H(X)+H(Y)-H(X,Y) (€N

H(X,Y) is the joint entropy in Eq. (1). The H(X,Y) can be

shown as below:

H(X,Y)== > P(xy)logP(x,y) (@
xeX,yeY
Where P(x, y) is the joint probability of X and Y, mutual
information can be expressed as:

P(x,Y)
1(X,Y)= P(x,y)log ——— 3)
Xe;eY P(X)P(y)

Mutual information I (X, Y) is a function of probability,
can be estimated by using mutual information kernel
function[9]. X n samples of known variable value, the
variable X probability density function f (x) kernel function
estimation:

A 1 n
1(X) =— 4
(9=-03 @

K is called the kernel function, h for the window width or
smooth parameters. The window width parameter is usually
equal to:

1 1

4 Zn d+4 5
~[—— a+ 2)] (5)
Where d is the dimension of the data set, z is the standard
deviation of the sample data. By Eq. (3), | (X, Y) of the
estimated value is shown as be|OW'

f(x) F(y)

n
The KSTest of the gene expression data in the gene
expression profile shows that the kernel function is chosen to
be normal distribution, so the kernel function is selected by
Gauss function:

(6)

i=1

2

1 X
K(X) = (=) )
\N2r
Finally, the estimated I(X,Y) can be obtained as below:
6 (G002 (4=x)0-%) (¥ 0,
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B. Mutual information estimation parallel model

The expression is subdivided into basic block gene;
secondly, the computing tasks allocated to CPU and GPU
cooperative computing; thirdly, the basic block is further
subdivided into sub blocks, the multi-core parallel computing
effective caching; finally, the design of GPU terminal two
layers diagonal parallel computation, to achieve efficient
access.

First of all the basic blocks, each GPU parallel diagonal
matrix calculation results on all the matrix blocks, the block
matrix is the two gene expression profile of basic block
calculation, each block corresponding to the two basic block
calculation. Then to base because the unit, each GPU parallel
computing all the genes in a diagonal line inside the matrix
blocks on the value of mutual information calculation, each
thread corresponds to a pair of genes. In order to make GPU
a parallel matrix block diagonal can be calculated for all
genes on the mutual information value, set up the basic block
containing gene number is equal to the number of threads in
a thread block. The GPU parallel computing strategy
agreement CUDA thread structure the characteristics, can
increase the utilization rate of hundreds of core processing in
GPU.

Each diagonal parallel computing all the genes on the
value of mutual information, every expression of the need to
calculate the matrix blocks gene basic blocks are different,
such as the (i, j), the calculation of matrix blocks to gene
expression of No. | and No. J basic block basic block
spectrum expression. Two copies of this gene for data
storage, you can make each diagonal parallel computing
have no access conflict.

C. Determination of the regulation relationship

The threshold is an important parameter to control
whether the evaluation of two gene regulation relationship,
accurate determination of this parameter is difficult. This
paper calculates the mutual information between the 200
gene values, and these values are sorted before 1000
increments (two mutual information and each adjacent
difference value plotted) as shown in the figure.
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0.02
0 Los
—wmmwm—g@m@mmm—whmommw—
OO M\DON MNONOIONOCI SOOI IO
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Figure 1. Incremental curve for mutual information

From the picture we can see that the change of mutual
information was large and then leveled off, which shows
obvious inflection point mutual information curve. At the
same time, Fig .1. Curve jitter phenomenon is obvious, and
the first change of mutual information is too large. So how to
eliminate the chattering phenomenon to accurately identify
the inflection point (threshold) is one of the key problems.
This paper competition scoring system, using the following
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method to eliminate the effects of jitter to accurately find the
threshold value: the sort of mutual information of all genes
calculated; the minimum mutual information value, calculate
the increment between them, get rid of one of the largest and
the smallest one for the rest of the average increment,
increment value; the increment threshold for alpha times to
average, of which 0.001 < alpha < 0.1; if the increment
between 10 consecutive mutual information are small In the
incremental threshold, the corresponding mutual information
value is the desired control threshold.

But the mutual information on all eukaryotic gene values
about hundreds of millions, of mutual information values for
all the sort of large computational complexity; and the
position corresponding to the inflection point threshold
should be in the mutual information value that is relatively
small. Therefore, this paper calculates the threshold to
remove the mutual information minimum mutual
information a value of 5%, and then refer to the "two search"
threshold selection method from the 5% in the value of
mutual information.

I1l.  ANALYSIS OF THE PROPOSED PARALLEL ALGORITHM

The main idea of the algorithm: gene expression profiling
is subdivided into basic blocks, with basic blocks on the
diagonal parallel computing; distributed computing times for
CPU and GPU; according to the two level cache multi-core
structure of the capacity of basic blocks further subdivided
into sub blocks, and the next time to calculate the required
data to prefetch cache GPU; end take double diagonal
parallel computing, the use of texture memory bound data.

Global gene regulatory network result matrix is very
large, the construction of gene regulation network of the 50
thousand genes the matrix size is about 10GB, a single GPU
memory to store the entire result matrix, so take part the
result of each GPU storage, then summary results.

Algorithm 1. Constructs a parallel algorithm of CPU and
GPU for global gene regulation network

Gene expression profile

Gene regulatory network

Begin

(1) read the gene expression profile, and according to the
GPU thread size BlockRowCount, calculation of NumBlock
and calculation of basic blocks round ComputeCount;

(2) calculation is assigned to CPU and each GPU round
ComputeCountCPU calculation

And ComputeCountGPU,;

(3) do steps (3.1), (3.2) in parallel

(3.1) call CPU parallel computing mutual information
algorithm (algorithm 2);

(3.2) call multi GPU parallel
information algorithm (algorithm 3);

(4) summary of the result matrix returned by multiple
GPU;

(5) the threshold value calculation algorithm (algorithm 4)
is used to calculate the threshold value and the threshold is
used to filter the mutual information matrix;

(6) the mutual information matrix of gene was analyzed
by DPI, and the control network was further simplified;

End

computing mutual

The algorithm 1 is mainly based on GPU thread structure
partition, then according to the calculation ability of CPU
and GPU will calculate the corresponding rounds assigned to
CPU and GPU, in order to achieve load balance.

Algorithm 2.CPU parallel computing gene pair mutual
information algorithm

Input: gene expression profile, ComputeCountCPU, CPU
thread number thread-NumCPU

Output: CPU end mutual information calculation result
matrix

Begin

(1) calculate the number of lines of the w block, the basic
block is further divided into sub blocks, the number of sub
blocks are SubNum, and calculate the parameters of k = w
/threadNumCPU,;

(2) with the instruction prefetch expression basic block
prefetch to level three cache memory gene number zeroth,
and a copy of this, two pieces of data were recorded as basic
blocks A and B;

(3) for 1 = 0 to do BlockNum1

(3.1) for J =0 to do ComputeCountCPU1

Do steps (3 1.1) ~ (~ 3) in parallel

(3.1.1) with the three level cache prefetch instruction No.
I No. zeroth block gene expression profile in a basic block
read to the two level cache, and a copy of this, two blocks are
respectively denoted as sub block SA and sb;

(3.1.2) for Si =0 to do SubNum1

(3.1.2.1) =0 for SJ to do SubNum1

Dosteps (311.1)~(3121.2) inparallel ()

(3.1.2.1.1) =0 to for TID par-do TheadNumCPU1

For SWI =0todo W1

For swj =tid* to (TID + 1) *kdo K

Begin

The Y (SWI + swj)% w gene Y of the swj gene X and the
sub block sb in the sub block SA is read into the primary
cache from the two level cache; the mutual information of
the X and the;

End

(3.1.21.2) if (S + 1) < SubNum based prefetch
instruction reads the gene number I from the three level
cache spectrum basic block in the SJ + 1 chant block to the
two level cache replacement block sb expression;

End for

(3.1.2.2) if (Si + 1) < SubNum based prefetch instruction
reads the gene number | from the three level cache spectrum
basic block in the Si + 1 chant block to the two level cache
replacement block SA expression;

End for

(3.1.3) with a prefetch instruction from main memory
into the (I + j + 1) expression of basic blocks to level three
cache replacement basic block B%BlockNum gene;

End for

(3.2) with prefetch instructions read from main memory |
+ expression of basic block to level three cache replacement
basic block A 1 gene;

End for

End

Algorithm 2 according to the cache capacity of CPU,
made a further subdivision of the basic block into several sub
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blocks, and then prefetch the basic block, sub block to level
three, level two cache, the number of accessing main
memory was significantly reduced. The partition can make
the three level cache can be transferred to the 4 basic block,
divided the sub block can make the two level cache can be
transferred to 4 sub blocks, so the three level cache and level
two cache can accommodate the next calculation calculation
and the data needed to achieve zero loss. At the same time
the use of "cache latency hiding" model, computing and
memory access overlap, forming multilevel pipeline model,
make the calculation the process has been accelerated.

Algorithm 3 multi GPU parallel computing gene pair
mutual information algorithm

Input: gene expression profile, ComputeCountGPU, GPU
thread block size

Output: the mutual information result matrix for each
GPU gene

Begin

For each GPU do in parallel

(1) specify a calculation GPU;

(2) from the memory transfer of gene expression data to
GPU, and the use of 2D texture structure of these data is
bound to the texture memory;

(3) for I to do in parallel BlockNum1 =0

For J =0 to do ComputeCountGPU1

For Ti = 0 to do in parallel BlockRowCountl

For TJ = 0 to do BlockRowCount1

Begin

The number of Ti (Ti + J - 1) gene expression X (I +
Tj)% BlockRowCount gene in the basic block of the gene
expression profile of | gene was studied. The mutual
information between X and Y was calculated by Y;

End

(4) from the GPU memory to memory transfer matrix
results;

End for

End

IV. EXPERIMENT

A. Experimental and Experimental Data

The experimental data from the public gene expression
database GEO[10], this paper used two groups of gene
expression data: contains 32996 genes and each gene has 25
sample data set GSE7431, contains 54675 genes and each
gene has 143 sample data sets GSE22148.

The experimental platform for the 2 XEON E5620 2
4GHz 4 core Intel processor and 4 GPU (4 % Nvidia Tesla
C2050 3GB) of the multi-core computer, the memory
capacity of 12GB, sharing the three level cache capacity of
12MB, the two level cache capacity of each core private
512KB, a cache capacity of 64KB, operation the system is
running red Hat Enterprise 5 Linux, OpenMP and CUDA
using C language programming.

B. Experimental Results and Analysis

For data set GSE7431, run 1, 2, 3 and 4 GPU,
respectively, each thread block in the operation of the thread,
Fig .2 gives the algorithm in this paper, the parallel
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computation of the 3 genes on the time required for mutual
information:

3001 0y GpU
250 @2 GPUs
200} =3 GPUs
150 u 4 GPUS
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o
0 5760 7680 0600 11520 13440 15360

Figure 2. Required time to execute Algorithm 3 running GPUs with
different number to compute mutual information

The experimental results show that the more GPU
algorithm operation, less calculation is needed for the gene
mutual information time; in addition, can also see that the
computation time is about running n GPU. single run this
shows that GPU can effectively enhance the performance of
parallel computing, algorithm, this algorithm is suitable for
the operation of 3 in GPU system, with good scalability.

Table 1 gives the data set GSE7431 gene on serial
computing mutual information algorithm, this algorithm 2,
algorithm 3 run 64 threads running 4 GPU and each thread
block has 192 threads, respectively calculate the genes
required to mutual information time, speedup and parallel
algorithm 2 and 3 obtained.

TABLE I. REQUIRED TIME TO COMPUTE MUTUAL
INFORMATION USING SERIAL ALGORITHM, ALGORITHM 2 AND
ALGORITHM 3

number time Algorithm 2 Algorithm 3
time Speedup time Speedup
960 291 257 6 4698 23
2240 1587 1 32 8673 48
3520 3924 81 73 7423 53
4800 7311 93 130 704 55
6080 11724 8 216 521 54
7360 17203 8 308 268 55

From Table 1, the experimental results show that the
parallel multi core CPU and GPU parallel computing of
genes has accelerated effect on mutual information. For the
960 gene data for smaller, because the parallel overhead of
CPU parallel algorithm running time accounted for a larger
proportion, so the acceleration effect is not obvious, the
speedup is only 23; when the data size increases to a certain
extent, multi-core CPU parallel algorithm of acceleration is
relatively stable, about 55. 960 genes for small data size,
GPU parallel algorithm and computation time than CPU in
parallel, it is because the GPU communicates with the CPU
time of a larger proportion, influence the performance of the
algorithm when; the data size increases to a certain extent,
the speedup increases rapidly, the GPU parallel algorithm's
advantage is obvious, this shows that the GPU parallel
algorithm is suitable for large-scale data gene The
calculation of mutual information.
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For the GSE7431 data set, each thread block has 192
threads, the next page is shown in Fig and CPU algorithm 3
run 64 threads and GPU threads block has 192 threads
parallel time calculation algorithm in this paper 1 gene on the
mutual information.

V. CONLUSION

CPU and GPU proposed the parallel computing of the
gene mutual information algorithm to build more large-scale
global gene regulation networks and significantly shorten the
construction of global gene regulatory network is the most
complex gene computation time of mutual information,
because it is on the gene expression profile of block,
according to the structural characteristics of GPU parallel
thread computing according to the structural characteristics
of GPU, design the double thread parallel mode, and the use
of texture cache memory to achieve high efficiency; based
on nuclear CPU cache, the basic block further subdivided
into sub blocks to ensure cache zero loss, take the technology
to reduce the number of memory accesses the data pre,
reduce the thread migration in the core between the use of
thread binding technology; the task to achieve CPU and GPU
load balancing through the rational allocation of the CPU
and GPU calculation. The next step will be the reference of
community discovery thoughts on global gene Module
partition method of control network
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Abstract—To come over the limitations of Apriori algorithm
and association rule mining algorithm based on Genetic
Algorithm (GA), this paper proposed a new association rule
mining algorithm based on the population-based incremental
algorithm (PBIL), which is a kind of distribution estimation
algorithms. The proposed association rule-mining algorithm
keeps the advantages of GA mining association rules in coding
and the fitness function. Through using probability vector
possessing learning properties to update the population, the
algorithm increases the convergence speed and enhances the
searching ability, compared to GA. In the experiment of
mining association, rules in blood indices data, PBIL algorithm
performs better not only in running time, convergence speed,
but also achieve better searching results. Meanwhile, this
paper proposed a parallel algorithm for association rule
mining based on PBIL and designed a system architecture
based on cloud computing for blood indices analysis, providing

a good example to apply the new algorithm to cloud computing.

Keywords-Distribution estimation algorithm; Probability
vector; Blood indices; Parallel algorithm; Cloud computing

. INTRODUCTION

Association rule mining is an important branch of data
mining. By collecting many records of items in the database
then analyzing them, the valuable relationships between huge
amounts of data can be found [1]. The significance of the
association rules analysis is greater in medical data than in
other areas. By mining the medical data, the potential
relationships between various diseases and various health
indicators can be found, serving for medical research and
disease diagnosis [2]. Apriori algorithm is the most typical
algorithm for association rule mining. Traditional Apriori
algorithm needs to scan the database for many times to
generate vast candidate sets, leading to poor extensibility of
Apriori algorithm. To overcome the weakness above, some
scholars put forward a theory using intelligent optimization
algorithm to mine the association rules. In 2004, Li Ying [3]
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put forward the application of generalized genetic algorithm
in Apriori algorithm improving. At first, it uses Apriori to
search partial association rules, then it uses genetic algorithm
to search global association rules. In this way, the times of
traversing the database can be reduced. In 2012, Shiwei
Chen [4] put forward a method of association rule mining
based on interest measure and genetic algorithm, improving
the quality of association rule mining. In 2016, Donghao Xu
[5] put forward a method of association rule mining based on
improved particle swarm optimization algorithm, verifying
the advantage of particle swarm optimization on association
rule mining compared with genetic algorithm.

With the rapid development of computer technology,
cloud computing has become a direction for the future
development of distributed computing. MapReduce
programming frame put forward by Google is a
representative technology of cloud computing. It is suitable
for distributed processing of large-scale datasets and has very
high computational efficiency [6]. Therefore, some scholars
put forward a method of association rule mining based on
Hadoop and other cloud computing technology. They also
put forward some parallel algorithms for association rule
mining. In 2011, Zhang Sheng [7] put forward an Apriori
algorithm based on cloud computing. It deploys MRM-
Apriori algorithm in MapReduce frame and has good effect
in speed.

Based on the research, an association rule mining
algorithm based on distribution estimation (PBIL) is
proposed in this paper. Compared with Apriori and GA
association rule mining algorithm in experiment, the new
algorithm is proved to be effective. Meanwhile, an parallel
algorithm based on this algorithm is designed, which is
suitable for MapReduce frame. In addition, a realization plan
for blood indices analysis system based on cloud computing
is introduced in this article.
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Il.  THE CLASSICAL ASSOCIATION RULE MINING

ALGORITHM

Apriori algorithm is one of the most typical algorithms in
the data mining field. It uses a method called iteration of
layer by layer to produce high dimension frequent item sets
from low dimension frequent item sets. Then the association
rules can be produced from frequent item sets [8]. The
specific mathematical model is in literature 8.

Support degree in Apriori algorithm is defined as follows:
the number of transactions of the entire transaction set is m,
and there are n transactions containing the item set, then the
support degree of the item set is n/m. If the item set A exists,
the support degree of the item set is supp(A).

The candidate set in Apriori algorithm is generated layer
by layer, and only after fully scanning the database will the
frequent item set of this layer be produced. Therefore, if the
database is very large, this work will cost a lot of memory
resources, reducing the efficiency of the algorithm.

I1l.  ASSOCIATION RULE MINING BASED ON GENETIC

ALGORITHM (GA)

A. Association Rules Model Based on GA

Based on the analysis of the Apriori algorithm,
association rule mining is mainly divided into two parts. First,
find frequent item sets in the transaction database. The
second is to generate association rules based on the frequent
item sets which are found [9]. And the workload of the
former is the larger one, which is the direct cause of low
efficiency of Apriori. Therefore, genetic algorithm (GA) can
be used to realize the global search for frequent item sets.

Genetic algorithm is an effective global optimization
algorithm. With its binary coding mode, using genetic
operators to evolve population, it is able to keep extracting
frequent item sets from the transaction database at a rapid
speed, avoiding the operations like join and prune which
need to frequently scan the database, improving the
computing speed and mining precision. The concrete
implementation steps are shown in fig. 2.

B. The Weakness of Association Rule Mining Based on

GA

Genetic algorithm will save the individuals, which meet
the requirements of frequent item sets in each generation to
the next generation when it is mining association rules. And
the individuals which meet the requirements will be removed
from the previous generation. The main purposes of this
population selection method are to reserve the excellent
individuals and to keep the population diversity. But these
two requirements are contradictory. If the excellent
individuals reserved are excessive in each generation, the
population diversity will decrease, prone to lead to a
prematurity phenomenon. As a result, in association rule
mining, the search of frequent item sets will be incomplete,
and the extracted association rules will be partial. If the
excellent individuals reserved are not enough in each
generation, the convergence speed of the algorithm will be
reduced and the computing time will be longer. That will
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affect the advantage of association rule mining based on
genetic algorithm in speed.

IV. ASSOCIATION RULE MINING ALGORITHM BASED ON
ESTIMATION OF DISTRIBUTION ALGORITHM (EDA)

A. Description of EDA

To come over the disadvantages of genetic algorithm
mining association rules, EDA can be used. EDA is a kind of
evolutionary algorithms developed by the genetic algorithm.
It first selects samples from the optimal population and
extracts information. Then it uses the information to build
proper probability module. At last, it updates the population
to increment individuals with more fitness until the end
condition. In the way it can maximum the individuals’
quantity and keep the population diversity [10]. At the same
time, EDA can select new solutions by probability
distribution to obtain the optimal solutions with less iteration
times. It can effectively prevent the local optimization and
precocity in GA when dealing with higher order or long-
distance tectonic block problems [11].

B. PBIL Probability Module

When handling the problem, which owns mutual
independent variables, PBIL algorithm, a typical form of
EDA, can be used. PBIL algorithm is mainly applied to
binary-code optimization problem. PBIL collects the data
recording the values of variables, whose value is ruled as 0
or 1, to build the probability vector. Then it uses the
probability vector to estimate the one-dimensional edge
distribution. Assuming that a binary gene population with N
gene positions (mutual independent variables) and M
individuals is existing and the population can evolve
continuously, the gene population on the tth generation can
be expressed as:

X{ O
%71 (i=1..M,j=1..,N) O
Where t represents the evolutional generation number of

i =
the gene population, X{(i=1..N) represents the jth gene
position (independent variable) at the tth generation,
X i

9 represents the code of X, th gene position (variable)
of the ith individual at the tth generation.

Then we use the code condition of every variable at the
tth generation to generate the probability vector:

R=(R(X) R(X?) R(X?) o R(X .

Then we count the amount of the individuals whose
designated gene position (variable) are of code 1 and
calculate the percent in total M individuals at current gene
population. The percent obtained is equal to the distribution
probability of the designated variable as follows:

_ igixlj j
R(XIJ)=%(&X‘ ==1) @
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When using the EDA, it first generates a random original
population and figures out the fitness value of every
individuals of the population. Then it ranks all individuals in
order of corresponding fitness value. Individuals with greater
fitness values will be seen more advanced. Then truncation is
adopted to select advanced individuals of certain amount.
The rate of truncation is named as selerate. So the amount of
advanced individuals m can be expressed as:

m = selerate- M @)

Therefore, the advanced population is made up of the
first ranked m individuals of the original population.

Through equation (3) PBIL algorithm gains the
probability vector by those advanced individuals. Then it
takes samples basing on the probability vector and the next-
generation population is obtained. At the same time to make
probability vector describe the probability distribution of the
advanced individuals with faster speed and more accurate
quality, PBIL algorithm adopts the Heb rules from machine
learning theory to update the probability vector, which
means that the probability distribution of each variable is
adjusted linearly at a certain learning speed[12] as equation
(5) shows:

P

: : 18
t+1(XtJ):(1_05)Pt(xtj)+a_zgix'
i (5)
Where m represents the amount of advanced individuals
selected at the tth generation.
The process of sampling from the probability vector can
be described as generating a random number ranging from 0
to 1. If the number is greater than the probability vector
corresponding to a certain individual gene position, which
means, the binary value of the gene position is 1, otherwise 0.

C. Codes of Individuals and Item Set

When dealing with the problem of mining association
rules, EDA adopts binary code also. That is, when a patient
owns an abnormal blood index, the value of the index is set
as 1. If the index is normal, the value is set as 0 instead.

D. Selection of Fitness Function

Fitness function is designed to reflect the frequency of
the item set and recognize the frequent item set. Since the
criteria of being frequent item set is that the support level of
the item set is greater than the minimum support level, the

fitness function can be defined as:
.\ Supp(g

fitness(gix' ): L
MinSupp

_ (6)
X

Where 9 represents the ith individual at the ith
generation. The name of the fitness function is fitness.
supp( g/’ ) |

represents the support level of the item set
corresponding to a certain individual. MinSupp represents
the minimum support level which is given by user.

If an individual owns fitness value greater than 1, it
illustrates the item set corresponding to the individual has its
support level greater than the minimum support level. The
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item set is frequent item set. The individual will be reserved
as a member of advanced population with updating the
probability vector. If the fitness value is less than 1, it means
that the item set corresponding to the individual is not
frequent. Then the individual is eliminated directly.

E. Procedures of Mining Association Rules by PBIL

Based on the analysis above, specific steps of association
rule mining based on PBIL algorithm is shown in Fig .1.

Initialize population
and parameters (n
individuals;

]

Compute individual

fitness and rank by
equation (6)

Save individuals
with fitness > 1
)

Truncation and selection for
advanced population (m
individuals) by equation (4)

— —

Compute Probability
vector Pt by equation

®)
N

Sampling [(n-m)individuals]

The next-
generation
population

Linearly modify
probability vector by
equation (5)

Is satisfied?

¥
Individual
decoding
Obtain association
rules

Figure 1.  Flow chart of PBIL mining association rules

V. ANALYSIS OF EXPERIMENTAL RESULTS

A. Construction of the Transaction Database

All the data in this experiment are from anonymous
blood routine laboratory sheets provided by a second grade
hospital. Blood routine laboratory sheets provide 9 test
indices [13], including white blood cell count (WBC),
neutrophil (NE), lymphocyte (LY), monocyte (MO),
eosinophil (EOS), basophil (BASO), red blood cell count
(RBC), hemoglobin (Hb) and hematocrit (HCT). 255
laboratory sheets were randomly selected to build transaction
database. The data in each laboratory sheet is regarded as one
item set of transaction database. And each item of the item
set is encoded referring to the encoding rules in 4.3 and the
test result in the laboratory sheet: Normal index encoding is
0, and abnormal index encoding is 1.
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B. The Experiments and Results Analysis

In order to verify the advantages of PBIL algorithm for
mining association rules, classical Apriori algorithm and
association rule mining algorithm based on genetic algorithm
(GA) were compared with PBIL algorithm in the
experiments. The three algorithms were compared with each
other in three aspects: effect of mining association rules, the
time of extracting frequent item sets and the convergence of
PBIL.

Referring to the analysis of 3.1, association rule mining
model based on GA can be designed. The specific steps are

shown in Fig .2.

Initialize population and
parameters (n individuals)

!

Compute individual fitness
and rank by equation (6)

:

Save individuals with
fitness > 1

.

Extract individuals with fitness >1 and form
intermediate population1 (Popmid1)

.

Remaining (n-m) individuals form
intermediate population2 (Popmid2)

i

Crossing of Popmid2

i

Variation of Popmid2
I
v

The next-generation
population

Is satisfied?

By

Individual decoding
Obtain association
rules

End

Figure 2. Flow chart of GA mining association rules

Referring to the blood indices data in 5.1, based on
Winl0 system and Intel Core i5 processor, the algorithm
above can be translated to programming in MATLAB 2015a.

C. Analysis of association rules

The transaction database (255 transactions, 9 data items)
in 5.1 is calculated by using association rule mining
algorithm based on PBIL. The set points are as follows:
Minimum support is 0.12 (30/255); Minimum confidence is
0.7; Population size (Popsize) is 500; Iteration times
(Iteration) are 100; Truncation selectivity (selrate) is 0.4;
Learning rate (learnrate) is 0.1. Merging the similar rules of
operation result, the final result is shown in Table I.

TABLEI.  FOUND RULES
Rule Rule Rule Support Confidence
number premise result level level
1 WBC,NE LY 0.1294 0.8250
2 WBC,BASO LY 0.1294 0.7174
3 WBC,Hb HCT 0.1804 0.7302
4 NE,BASO WBC 0.1216 0.8185
5 NE,RBC Hb 0.1608 0.7885
6 NE,Hb WBC 0.1412 0.8571
7 BASO,Hb ESO 0.1216 0.7949
8 HCT,RBC Hb 0.1294 0.8049
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The result in Table I can be obtained in classical Apriori
algorithm as well. Table I shows the incidence relations
between each blood index. For instance, in Association Rule
1, patients with white blood cells, neutrophils and
lymphocytes abnormal at the same time are the most
common. Therefore, according to the association rule,
patients with white blood cells abnormal can be told to
prevent or treat diseases caused by abnormal lymphocytes,
and vice versa.

D. Mining time comparison between algorithms

Based on the analysis in 3.1, association rule mining can
be divided into two stages. The first stage is to find frequent
item sets in the transaction database, which costs the main
computing time. The second stage is to generate association
rules based on the frequent item sets which are found. Parts
of the three algorithms in the second stage are the same.
Therefore, it is just enough to compare the three algorithms’
time of searching for frequent item sets.

E. The relationship between the mining time and the

number of transactions

In this experiment, the minimum support is 2/255, and
the number of data items (indices) is 9. The three algorithms’
computing time can be compared under the premise of
searching for the same number of frequent item sets, by
keeping changing the number of transactions. The setting
parameters of PBIL and GA are as follows: Population size
is 500; Iteration times are 100; PBIL truncation selectivity is
0.4; Learning rate is 0.1; GA crossover probability is 0.8;
Mutation probability is 0.01. The change of the three
algorithms’ computing time is shown in Fig .3, and the
number of frequent item sets which are found is shown in
Table 11.

In Fig .3, the changing number of transactions in the
transaction set is used as abscissa. The computing time of
algorithms is used as ordinate. The gray curve, orange curve
and blue curve separately represent the trends of Apriori, GA
and PBIL on computing time. In the condition of the same
number of data items, the computing time of the three
algorithms increases with increment of the number of
transactions. The computing time of Apriori is the longest,
surpassing PBIL and GA. The PBIL is based on the
probability model to evolve population, and it has learning
properties. Therefore, convergence of this algorithm is
directional. GA is based on rules of crossover and mutation
in nature to evolve population. So it has large randomness
and doesn’t have learning properties. As a result, PBIL has
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faster convergence speed than GA, which becomes more
obvious with the increasing of data volume.

caused by the increment of dimension when additional
dimensions are added to the data. It will constantly add high-
dimensional data into the population to evolve because of its

35 crossover and mutation. Therefore, PBIL algorithm is better
30 PRIL than the former two algorithms.
E GA TABLE Ill.  FREQUENT ITEM SETS’ AMOUNT FOUND IN DIFFERENT DATA
@ 25 SETS
£ ETS’ AMOUNT
220 Apriori =
el Data sets’ : requent, Scale of Iteration
= 15 4 Order item sets : .
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E 10 amount
Y 1 3 6 20 5
5 A 2 4 7 25 10
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20 40 60 80 100120140160180200 4 6 1 65 20
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Figure 3. Operation time of algorithms at different transaction amount 7 9 24 200 50
TABLE Il.  FREQUENT ITEM SET’S AMOUNT FOUND IN DIFFERENT
TRANSACTIONS” AMOUNT 35 4
3 PBIL
L Frequent item sets’ ]
Order Transactions’amount amount = - GA
1 20 95 g ’ o
2 40 197 = 24 Apriori
3 60 205 g
4 80 250 = 1.5
5 100 253 o
6 120 331 a 1
7 140 332 ©
8 160 336 0.5 1
9 180 356 0
10 200 373 3 4 5 5 - s 9
F. The relationship between the mining time and the data item amount

number of data items

In this experiment, the minimum support is 50/255, and
the number of transactions is 255. The three algorithms’
computing time can be compared under the premise of
searching for the same number of frequent item sets, by
keeping changing the number of data items (indices). The
change of the three algorithms’ computing time is shown in
Fig .4, parameter setting and the number of frequent item
sets which are found are shown in ~ Table. Il1.

In Fig .4, in the condition of the same number of
transactions, the computing time of the three algorithms
increases with increment of the number of data items. The
computing time of Apriori increases the most fast with the
increment of data dimension. PBIL and GA obtain frequent
item sets by searching for them, so the two algorithms are
less influenced by data dimension. In addition, PBIL has
much faster speed than GA. The reason is as follows: PBIL
uses probability vector to evolve population, building a
corresponding probability model for each variable of the
individual. If an additional dimension is added to the data, a
corresponding probability vector will be built. Each of the
variables is mutually independent, evolving with its own
probability vector, greatly reducing the affect caused by the
increment of dimension. GA will strengthen the affect
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Figure 4. Operation time of algorithms at different data item amount

G. Convergence of PBIL

In this experiment, PBIL will be verified to have better
convergence, compared with GA algorithm. The data with 9
transactions and 5 data items is used to experiment. The
minimum support is 2/9. Population size is 15. Iteration
times are 100. The other parameters are ditto. The best
fitness value of each generation can be obtained by operating
20 times. The curve whose convergence speed is the fastest
among the 20 operations of GA is used to compare with the
convergence curve of PBIL. The result is shown in Fig .5.
The maximum support of frequent item sets is 4.5. The two
curves represent the two algorithms’ ability of searching for
frequent item sets with the maximum support. The figure
shows that the best fitness value of each generation of PBIL
algorithm reaches 4.5 first. GA is later than PBIL for at least
50 iteration periods. What’s more, PBIL has found 8
frequent item sets, and GA has found 4. PBIL costs less time
as well. Therefore, PBIL algorithm is better at convergence
and searching ability.
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Figure 5. Astringency curve of PBIL vs. GA

VI. MOBILE ANALYSIS SYSTEM OF BLOOD INDICES

BASED ON CLOUD COMPUTING
A. Parallel Algorithm of Association Rule Mining Based
on PBIL

The operation speed of the association rule mining
algorithm based on PBIL depends on the population scale
and iteration times. Therefore, we can consider decomposing
the database, declining the scale of the transaction database
and gather the results after parallel mining with PBIL
algorithm. Basing on the thought above, the currently
popular cloud-computing framework Hadoop [14] is used.
Then we design the algorithm under the MapReduce
framework inside Hadoop and use map function to execute
data decomposition and mining. At last we use reduce
function to gather the mining results. The framework of the
algorithm is shown in Fig .6. Since each map function can
achieve parallel computing, which means that searching all
frequent item set costs approximately same time as searching
a small database, the efficiency of the algorithm is greatly
improved.

Transactiog
Database D

.

s

basing support :
level, gather
frequent item set |
and generate !
association rule | |

T

Mp function : :

each | parallel search | |
transaction as :
|
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| output< support |
evel, frequent item !
L Set>key-value _, L

—_— — — — — —

Figure 6. Framework of parallel algorithm mining association rules
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B. Blood-Health Indices Analysis System Based on Cloud

Computing

The framework of the blood-health indices analysis
system based on cloud computing is shown in Fig .7. Firstly,
the system implements the algorithm in 6.2 by configuring
the parallel-computing server cluster basing on Hadoop
framework. The newly built database is connected with the
hospital’s database to update the data dynamically. To make
it easier to use the system, an Android mobile application is
developed to help analyze the indices of blood. Clients can
upload abnormal indices to the server then the server will
search for the indices, which form association rules with
those indices uploaded according to the computing results.
After that, it will read the referred illness symptoms and cure
method. Eventually the server will send the information to
the mobile clients to accomplish the online analysis of illness.

Blood Indices Analysis System

s
From  From
server  server

o \/\ ,/’T\‘\ A
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Figure 7. Architecture of blood indices analysis system based on cloud
computing

VII. CONCLUSION

After analyzing the disadvantages of the traditional
Apriori algorithm and the module of association rule mining
based on GA in operation time and search quality, this paper
puts forward a new module of association rule mining based
on PBIL and proves that the applied algorithm performed
better at searching the frequent item set comparing to Apriori
and GA algorithms. Moreover, this paper designs a new
parallel algorithm of association rule mining based on PBIL
and architecture of the blood-health indices analysis system
based on cloud computing which makes good example of the
practical application of the algorithm.
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Abstract—Wearable equipment in recent years has been rapid
development. But the hardware manufacturing complexity and
the high cost is a real problem. This paper introduces a
microprocessor cluster with both hardware design principle
and related distributed software design methods. This cluster
has the characteristics of low cost, high reliability, flexible
hardware and software system structure, low power
consumption, simple equipment manufacturing process and so
on, especially suitable for wearable equipment. This article
discusses the hardware and software design methods in detail,
as well as the complete process of the across-node
communication module. In order to verify the principle of the
design, we created a prototype test machine which consists of
an ARM Cortex-M4 core microprocessor and 10 ARM Cortex-
MO core microprocessors through the UART serial
interconnection to form a star network and carried out an
experimental about the ECG feature extraction operation.
Experimental results show that the performance of the cluster
can be compared with a Cortex-A7 high-performance
embedded processor, but the microprocessor cluster system is
less expensive and has a superior cost-effective.

Keywords-Microprocessor; Cluster; Distributed software;
Wearable equipment; ECG feature extraction

. INTRODUCTION

Wearable equipment in recent years has been rapid
development. Whether in the consumer electronics market or
the traditional sports apparel market, a variety of wearable
devices continues to emerge. Such as an electronic wristband
capable of detecting an exercise amount, a smart wristwatch
capable of detecting blood oxygen and pulse rate, a sports
vest with a heart rate detecting function, and a running shoe
capable of detecting the sole pressure. These devices through
a long time to detect human life parameters, access to
traditional medical instruments can not be collected for a
long time continuous data. By digging deeper into the data,
the researchers found a series of hidden data features and
were able to predict the health of the user for a long time.

Researchers have put forward a variety of solutions for
wearable devices. On the one hand, the device is made
thinner, lower power consumption, longer standby time, the
sensor cable connection between the wireless connection is
replaced. On the other hand, the computing power of the
device is stronger, and some algorithms that need to be
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calculated by means of the server, after optimization, can run
directly on the device.

There are many researchers working on computational
methods. Through a variety of pretreatment techniques, the
researchers improved the accuracy of machine learning
classification to a practical level. Shereena Shaji et al. [1]
increased the accuracy of certain motion recognition to
96.66%. Chin-Teng Lin et al. [2] designed an algorithm that
can run on a mobile phone and detect ECG atrial fibrillation
in real-time. Shigenori Shirouzu et al. [3] used a wearable
device to study the relationship between electrocardiogram
and sleep quality. However, the ability to enhance the
software is very easy to encounter the ceiling. When some
algorithms are further simplified, their accuracy will also
decrease. This is an unquestionable fact.

To improve the hardware, for example, the traditional
ECG acquisition requires a signal cable up to 10 cables,
carrying these wires is very inconvenient for patients. Geng
Yang et al. [4] proposed a sensor-based data aggregation
method based on the serial bus, which solves the multi-point
ECG signal acquisition problem with a single cable. In
addition, how to reduce the volume, improve the integration
of researchers is also concerned about the direction. G.
Kavya and V. ThulasiBai [5] used an Altera FPGA chip to
simulate a dual-processor dedicated system and used a
parallel computation method to process the ECG signal
acquisition and analysis. Jia-Hua Hong et al. [6] designed
two special-purpose integrated circuit chips. One of the
wireless sensor chip power consumption is very low, access
to a very long battery standby time. Another receiver chip is
integrated DSP processing heartbeat detection and signal
classification. Shih-Lun Chen [7] designed a dedicated chip
that uses less gate count and chip area to achieve higher
performance.

Based on the conclusions of the researchers, we can see
that highly integrated custom chips have an overwhelming
advantage in terms of power consumption and performance.
However, the cost of custom chips is extremely expensive.
Although the traditional general-purpose microprocessors,
relatively large size, and power consumption, but the
technology is mature, the risk is small, and has a wealth of
software and hardware resources, can reduce R & D risk.
The scheme proposed in this paper is different from the
traditional single-chip solution: the data processing and
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analysis functions are distributed to dozens of single-chip
microprocessors to form a distributed microprocessor cluster.
As long as the appropriate software design, the cluster can
play a comparable performance of highly integrated
microprocessors, and software development will not be
significant difficulties.

Wireless Module
Data Exchange Group

Node Detail

Serial

Bus
Serial

Eus Micro-

processor

Figure 1. Block diagram of microprocessor cluster.

BLOCK DESIGN OF THE MICROPROCESSOR CLUSTER

A. Hardware Block

The hardware structure of the microprocessor cluster as
shown in Fig .1. A cluster consists of many nodes. The core
of each node device is a microprocessor. At least one UART
serial port is reserved for each processor. The other ports can
be used to connect a variety of sensor devices. There are also
nodes located in the "Data Exchange Group", which
participate in the calculation in addition to data exchange,
GPIO and AD ports can be connected to a number of sensors.
Data Exchange Group node compared with ordinary nodes, it
needs to have a lot of UART serial port to form a Mini
network. If there are enough serial ports on the chip, it is best
to have a direct communication link between every two
nodes. Otherwise, some inter-chip communication to be

relayed through the intermediate nodes will cause
performance  degradation. For the  microprocessor
communication overhead is not negligible.

B.  Software Design

Compared with the difficulty of hardware design, cluster
software design is much more difficult. The same is true for
clusters of supercomputers made up of rack-mounted servers,
which are far more complex than the average desktop
software.
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Descriptors of Node
Port Descriptors
Port-index Node-array Busy flag
0 Count; ID; ID === o
1 Count; ID; ID === o
Function Descriptors
Function-index Parameter address Function address
0 u8t * type(* p) funcl
1 u8t * type(* p) func2

Figure 2. Node data model.

TABLE I. PORT DESCRIPTION FORMAT SPECIFICATION.

Field format Remarks
Single-byte data, the range of 0 ~
255

The Node-ID queues which can
arrive from this port. It fixed the
length of 15 bytes.

Byte 1: the number of nodes n,
or, queue length.

Bytes 2~15: an array of node ID,
only the front “queue length” IDs

Field name
Port-index

Because
microprocessors
have no more than
14 serial ports, thus
reserved 14 queue
length is enough.

Node-array

is available.
Busy flag |[Using a byte to indicates the|1 means busy and O
Busy State means available

Simply put, the cluster nodes in the device is divided into
two categories: communication nodes and computing nodes.
On a server cluster, communication functions are handled by
multi-layer network switches and load balancing machines,
and computing functions are handled by the rack server. In
this paper, the microprocessor cluster, each microprocessor
has both communication nodes and computing nodes of the
two functions. This paper presents a common data model to
manage the functions of these two nodes, as shown in Fig .2.

Communication is relatively independent, we first
introduce the communication function. The communication
function module does not generate new data and does not
initiate data transmission. The new data transmission process
is initiated by the calculation function module or the timer
task initiative.

A Port Descriptor binds a port together. First, for each
node in the cluster an ID should be assigned. Note that the
ID 0 is called "the Debug Node", dedicated to using for
debugging and testing the whole cluster, we will discuss the
details later. Node-1D starting from 1. In general, the cluster
system can't possess more than 254 microprocessors, so with
1 byte of data to store the Node-ID is enough. The value 255
is used to represent "invalid Node-ID", in some cases it may
be used. Port Descriptor indicate the port linked to which
nodes, and whether the port was occupied by a
Communications Task, in other words, “a Busy State”. The
Descriptor is shown in Table I.

So, how to deal with data relay? For example, in the
simple example shown in Fig .3, the Node A send a
datagram to the Node C through the Node B.
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The effect of the Port Descriptors is the same as “phone
book". It is stored in RAM and the microprocessor may
access it at any time. When the microprocessor receives a
datagram, it must first check the head of the datagram to see
if the destination address is the current node. If the
destination is this node, then deal with it. If not, then check
the "phone book" again and select a port to send the
datagram out. In the head of the datagram, therefore, requires
a specific format to indicate the destination Node-ID and
other information. The format of the datagram is shown in
Table II.

Because  the  hardware  connection  between
microprocessors has a high reliability, we need no
redundancy check mechanism. We should save the
communication flow. Datagram header information specified
that on which function process the data, and transmit the
results to which node which function. This mechanism
separates the function parameters and the function returns,
which can realize good flexibility, such as data collection,
data preprocessing, data compression, and

Node A Node B Node C
ID: 11 ID: 12 ID: 15
Port Index 0 Port Index 0 Port Index 1 Port Index 0
Port Descriptors
Port-index Node-array Busy flag
0 2;12;15 0
0 111 0
1 1;15 0
0 2,11;12 0

Figure 3. Examples of Port Descriptors.

TABLE II. THE FORMAT OF THE DATAGRAM.
Field name Field format Remarks
Node-1D Single-byte data, the | Destination Node-ID
range of 0~254

Function- Single-byte data, the | Indicate which function is

index range of 0~255 responsible for this data
processing

Node-1D- Single-byte data, the | The Node-ID of the result

return range of 0~255 receiving node. 255 means
"No need to deal with the
return value"

Function- Single-byte data, the | The function index in the

index range of 0~255 receiving node which is used

-return to handle the returned data.

Data-length Double-byte,  the | The value of Data-length can

range of 0~4096 be 0.

As the microprocessor’s
RAM is very small, we limit
the value up to 4096, to avoid
memory overflow.

Data-data Binary queue Length of Data-length byte
streams

so on. After processing the input data, a function does not
need to return the results to the source Node but comply with
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the Node-ID-return sent to the destination node directly.
Thus avoid the unnecessary reciprocating data transmission.
As mentioned before, we called the ID 0 Node the Debug
Node. When we debugging on a Node in the cluster, we can
create a datagram and set its Node-1D-return value to 0 and
send the datagram to the Test Node. Then, when the Test
Node completes the calculation, the results will be sent to the
Debug node automatically. We can install a special port in
the Debug Node, such as a USB-to-Serial Bridge, to forward
the datagram to PC, so that we can monitor the results easily.

C. Distributed Computation

When the above-mentioned communication system is
constructed, the design of the calculation method becomes
very simple. In practical engineering, we must first consider
two issues:

1, the parameters of which nodes?

2, in which node function?

In general, the parameters are sent from a sensor node,
and the function is distributed in many processors. We need
a series of strategies to ensure that the parameters can be
passed to the appropriate function node.

To illustrate this problem, we designed an example of the
need for high-intensity computing - ECG Feature

ECG Feature Extraction Cluster To the Upper Computer

USB Port

nano120(Node 6) nano120 (Node 1)

M472 Processor

nano120 (Node 7) nano120 (Node 2) (Node 0)

nano120(Node 8) nano120 (Node 3)
nano120(Node 9)

nano120 (Node 4)

nano120(Node 10)

nano120 (Node 5)

BMD100 ECG SamplingModel === ECG Signal Generator

Figure 4. Block diagram of the ECG Feature Extraction Cluster.

Extraction cluster. It consists of a Nuvoton M472
microprocessor and 10 Nuvoton NANO120LD3NA
microprocessors (nano120) form. M472 does not participate
in Feature Extraction calculation, it is only responsible for
calculating the results of a summary upload. It has six
UARTs and one USB port. USB interface for
communication with the host computer. One of the six serial
ports is used for debugging and the remaining five serial
ports are connected to the serial ports of five nanol20
processors (Node 1 to Node 5). Each nanol20 is also
connected to another nano120 (Node 6 to Node 10). ECG
sampling chip Neurosky BMD100 connected to one of the
nano120 (Node 10) serial port. The ECG signal comes from
an ECG signal generator. The hardware structure of the
whole verification system is shown in Fig .4.

Node 10 is a parameter node. Node 1 to Node 9 is
function nodes. M472 is the data summary node. The serial
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baud rate between Node 10 and BMD100 is 57600. While
the microprocessor is used at 115200 baud rate.

Each function node at the beginning of the calculation,
the first statement to the M472 himself in a busy state, after
the completion of the function calculation, and then notify
the M472 to cancel their busy state. The Node 10 node first
asks the M472, "Who will process the data", and sends the
parameter data to the designated node after obtaining the
reply from M472.

The interaction timing of each node is shown in Fig .5.
Node 10 prepares a data window queue, which has three
windows, in order to fill in the received ECG data. The data
length of each window is two heartbeat cycles plus 120
sampling points (about 0.5 seconds of data), and the window
length will vary depending on the heart rate. This length is to
ensure that there are two complete ECG waveforms in each
window. These three data windows are followed by a delay
of one heartbeat cycle distance. When a window fills up the
data, Node 10 initiates a communication process to send the
window data to an idle nano120 processor. As long as the
remaining 9 nanol20 are not in a busy state, the whole
system will not miss the ECG data. When the window data
transmission is complete, the window is cleared and moved
to the end of the windowing queue. Since Node 10 detects
the QRS Complex and the task of allocating data to the
window is heavy, it no longer assumes the Feature
Extraction calculation task.

ECG
Signal

| Wirljdowi_’l Window 1 : Send the
Node 10 | Wind§w2 | i window? Heenlis
x preseseediaeay Node O
| indofv 3 HE
Node -
— S
Node 3 Receiving Proce g

Figure 5. System Collaboration Diagram.

USB-HUB

ECG signal generator ’
(Power Supply Only)

BMD100
ECG @y,
Sampling |

Figure 6. Hardware of the ECG Feature Extraction Cluster.
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I1l.  EVALUATION OF DISTRIBUTED COMPUTING

PERFORMANCE

The completed ECG Feature Extraction cluster hardware
is shown in Fig .6. We have statistics on these 9 nano120
processors. The Receiving process is relatively fixed, in the
68 ~ 75ms range, which is ECG signal generator output
signal of the heart rate is fixed. When the communication
baud rate is 115200, the time required to receive 620 bytes,
in theory, is about 65ms. Most of the processing time-
consuming and separate tests of the situation is similar to
individual cases, the processing time-consuming process up
to 6530ms, this is because Node 0 is sometimes
communicating with the host computer, affecting the data
transfer. The task assignment of the microprocessor cluster is
shown in Fig .7. The numbers on the Timeline bar in the
figure indicate the order of the tasks. If more than one
nanol20 is idle at the same time, the M472 preferentially
assigns the task to a smaller number of processors.

In the experiments, we found an interesting phenomenon,
the Node 8 and Node 9 has never been assigned for tasks,
and Node 7 had less opportunity to be assigned for. This
shown that a Cluster with 8 nano120 microprocessors was
powerful enough to cope with the current computational
tasks. We obtained the calculation result after the heart beat
for 3 to 5 seconds, for ECG automatic diagnosis application
such a delay is acceptable.

Feature Extraction is a computationally intensive process
that involves filtering the signal several times and repeatedly
scanning to determine the location of each wave group
boundary and extremum. This process takes hundreds of
milliseconds on a PC or smartphone. We tested a Spreadtrum
SC9830A processor (based on Java) on a cell phone with an
ARM Cortex-A7 core at 1.5 GHz and an average time of 112
ms for Feature Extraction for single-channel ECG lead data.
We then ran the same test on a nano120 microprocessor
(based on a C program), which took about 20 times more
time. The test results are shown in Table 111 and Fig .8.

Compared with the SC9830A processor, nanol20
microprocessor computing time is almost 20 times the
former. But it's the bulk price of less than 1 US dollars,
known as one dollar computer. Nano120 integrated RAM,
Flash, does not require external expansion memory. ECG
Feature Extraction cluster system hardware costs only 12
dollars, much cheaper than the SC9830A processor, but also
to complete the same computing tasks.

No Timeline

O W NV R W NP

Figure 7. Task Allocation on Microprocessor Cluster.
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TABLE III. SPEED COMPARISON OF THE FEATURE EXTRACTION
PROGRAM ON THE SC9830A AND NANO120
Consumed time (MS)
No. SC9830A nano120

1 109 2398
2 110 2087
3 122 2256
4 112 2443
5 111 2299
6 108 2573
7 112 2019
8 113 2221
9 109 2320

10 109 2702

11 120 2249

12 113 2501

Mean: 112.33 2339
3000
2500
2000 SC9830A
1500
1000 nano120
500

123 456 7 8 9101112

Figure 8. Speed Comparison of the Feature Extraction Program on the
SC9830A and nano120.

IV. CONCLUSION AND FUTURE CONSIDERATIONS

As a popular saying goes, two heads are better than one.
The same is the case with microprocessors. Described in this
article the microprocessor cluster has good price-
performance ratio. Its price is low and only need lower
production conditions. In the aspect of software development,
in order to achieve higher performance, you need to follow
certain design rules. A well-designed distributed computing
system can solve the problems with quite complex
computation.

Outlook to the future, when wearable devices entered
into the people's daily life, you can't find a part with the
name "mainboard" on these devices. Every sensor node is a
microprocessor, they communicate with each other via the
textile fiber cable or wireless networks. With low
manufacturing cost, small enough volume and long service
life, the wearable devices can completely combine with
clothing. Just like a mobile phone has cameras today,
clothing in the future will own intelligence.
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Abstract—Currently, education has become a business sector
that provides service to students. This service is developing
standards more similar to consumer goods marketing. As a
higher education organization, Durham University aims to top
education and research across all disciplines in 2020 in UK,
which needs the support of the most able and motivated
students, academic staff and sufficient money. During the past
two years China was the top international students sending
country to UK, who pay highly tuition fees. Chinese shows high
academic capabilities in variety academic field as well. In this
situation, DU should enhance its current strategies to exploit
this most talent market with implementing Business-to-
Cusiness (B2C), IT outsourcing (ITO) and Workflow
Management System (WfMS). These initiatives, significantly
achieving customer satisfaction (CS), long-term development,
flexible risk management, cost saving, short develop timescales
and effective organizational management. Importance-
Performance Analysis tool and decision value theory will be
introduced to evaluate these initiatives.

Keywords-B2C; 1TO; WfMS; Customer satisfaction; Cost
saving

I. INTRODUCTION

Currently, education has become a business sector that
provides service to students [1]. This service is developing
standards more similar to consumer goods marketing [2].
Durham University (DU) owns high academic reputation in
human sciences and aims to top education and research
across all disciplines in 2020 in UK [3,4], which needs the
support of talented students, staff and sufficient money.
China was the top overseas students sending country to UK
Higher Education (HE) in 2013/14 and 2012/13, which
separately shares 20.28% and 19.84% of UK's international
students [5]. Additionally, Chinese currently show highly
academic abilities. Hence, DU typically places its market in
China and promote e-business on attracting the most able
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and motivated students and academic staff. Companies likely
to succeed in e-business concentrate on linking e-business
knowledge to their core business, enabling technology,
gaining customer satisfaction (CS) and maintaining online
operations [6]. Hence, DU will focus on achieving CS,
overcoming international business barriers, saving cost,
enhancing management capabilities. Business-to-customer
(B2C) [7], IT-outsourcing (ITO) [8] and Workflow
Management Systems (WfMS) [9] are introduced to deal
with these issues. This report prioritizes these initiatives as
B2C, ITO and WfMS.

1. DU

A. Student Market Organization

DU operates recruitment by cooperating academic staff
of each discipline with marketing office [10]. Fig .1 shows
the scope of the organization. DU finance experienced
gradually increases in terms of net income for the past five
years (Fig.2). However, its finance takes no advantages
compared with peer universities in terms of rank and
reputation (Tab. I). Fig .3 [11] shows DU's 2014 income
components. Tuition fees is clearly one of the main kinds of
income to DU. Compared with Home students, Chinese
students pays about four times of fees, such as Table I1 .

Student Market Organization

\ \ \

Marketing Business Analysi
And And
Brand Consultaney] [Corporate affairs

Academic Staff

IDiscussing specifi
knowledge of
each discipline

ollecting Professional Bring Skills
Experience in and
HigherEducation and|  Expertise from the|
Public&Private Sectory Worlds of National
in the UK and EU Media

Publishing

Figure 1. DU Student Market Organization
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2014

2010 2011
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Figure 2. The Net Income of Durham University (million) for Five Years
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- Tuition fees and education contracts
18% Research grants and contracts
a8% Il Other income

- Endowment and investment income

Figure 3.  Income Component of Durham University

TABLE I. NET INCOME AND ASSET OF PICKED

UNIVERSITIES AT 2016
2016 Net Income(m) | Net Assets(m)

University of Durham 283.34 287.89
University of Manchester 826.97 826.54
University College London 937.24 811.7
Imperil College London 822 1002

TABLE II. TUITION FEES FOR ACADEMIC YEARS 13/14
AND 14/15
13/14 13/14 14/15 14/15
Nationality Home | Chinese | Home | Chinese
Classroom(PGR) £3,900 | £13,300 | £3,996 | £14,000
Laboratory
Based(PGR) £3,900 | £17,000 | £3,996 | £17,900
Premium
Classroom(PGR) £3,900 | £13,300 | £3,996 | £14,000

B. IT System (ITS) and Website Quality

DU's ITS first introduced in 2000 [10] and ran about 15
years, which provides tools and applications that support
campus-wide business and academic applications. The ITS's
last year's cost is around £3,580,000 which mainly includes
IT infrastructure, maintenance, depreciation and staff cost.
This ITS is based on the theory of Blackboard Systems (BS)
[10] (Fig .4). This enables DU to figures its basic
components as Fig .5. Knowledge Sources (KSs) contain the
problem-solving knowledge and each KS works
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independently. Blackboard is a global structure for all KSs.
Control component directs the problem solving process by
allowing KSs to respond to changes on the blackboard
database [10]. Robust database system and enjoys edit
flexibility.

Knowledge

Blackboard Sources

Control
Component

Figure 4. Basic Components of the Blackboard Model

Executing

Library
of

/ Activation KSs

lEvents

Control

Pending
Components KS

Activations

Figure 5. Basic Components for Durham University's IT System
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Figure 6.  Website Quality Components

Website quality (Fig .6) should consider both system-
oriented and service-oriented quality [12]. System-oriented
quality mainly refers to search facility and responsiveness.
Search facility reflects whether a tool or structure actually
helps a website user to find perceived information [13]. DU
includes a search engine in its ITS to mitigates the difficulty
to find all the information in a specific subject. Additionally,
tools like menus, frames and image maps are processed to
avoid navigation problem [14]. DU accesses responsiveness
by shorting search and load time [15]. Hence, DU runs well
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system-oriented quality. However, the lack of customer
knowledge impedes service-oriented quality.

Therefore, DU's ITS can well support its e-business. The
weaknesses are customer-related issues, limited financial
budget and highly human-related recruiting organization.
With adopting suitable strategies, current capabilities and
resources can support DU exploits China market.

I1l. STYLINGSTRATEGIC E-BUSINESS INITIATIVES

DU recruits Chinese through two traditional ways:
exchanging students and staff with local universities and
dealing with personal online application. Although it
admitted enough people, it not means that these people are
qualified as the university expectation. Poor business
performance and repeat patterns of existing behavior are
symptoms of failure [15]. Thus, DU updates its current e-
business behavior by conducting B2C, ITO and WfMS.

A. B2C

B2C refers to companies and their customers perform
online commerce via Internet-based technologies [16]. B2C
concentrates on developing knowledge relevant to their core
business and considers changes that may occur in customer
relationships and create response solutions [6]. Additionally,
a firm's effectiveness on fulfilling orders in B2C transactions
is a significant determinant of customer satisfaction (CS)
[17]. It can be seen that B2C combines of strong customer
focus. Increasing CS increases customer loyalty [18].
However, there are also impediments for B2C adoption. For
example, compared with e-business, CS is less challenging in
conventional business [19] where customers are immediately
empowered with the required information for decision
making. It indicates that delivering trustworthy information
to customers are crucial in e-business. Thus, B2C should
manage both system-oriented and serviced-oriented CS.
System-oriented CS mainly refers to provide customer with a
usably, availably and effectively website. Service-based CS
especially satisfies customers through providing highly
accuracy and relevance information and trustworthy service.

One of DU customer-related issues is trust which is well
recognized as one of the strongest effects on e-business [20].
Based on B2C, trust can be achieved through both system-
oriented and service-oriented level. DU has successfully
attained highly system-oriented quality as mentioned. In
service-based level, DU should offer a guest role to potential
members. This service enable them share ideas with
professors and students freely and access trustworthy
information. This real life experience of being a member of
the university improves their confidence to the university.
Therefore, B2C adds significantly CS advantages to DU,
which provides the wanted members more opportunities to
know the university and then trust the university.

B. ITO

ITO means handing over the management of part or all of
an organization’s information technology, systems and
related services to a third party [11]. It is well recognized
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that global 1TO is a lucrative alternative in capital market
gains cost savings, skilled labor and short marketing
development time [21]. Furthermore, it collects local data for
marketing and customer analysis effectively. It proves that
cost reduction, business performance improvement are the
mainly motivations for outsourcing [22]. However, varieties
of barriers prevent companies integrating business into
global market, like time zone difference, channel conflicts,
legacy system and cultures. Current study shows ITO
performance is significantly related to the following three
factors of organization:

1) Finance: Compared with peers, poor finance
companies are more likely to conduct ITO and organization
size and industry have no significant effect [21, 22].

2) Percentage of IT budget and/or types of outsourced
functions: Companies outsourced less than 80% had success
rate of 85%, oppositely success rate was 29% [23].

3) Types of outsource functions: Outsourcing system
operations and business process gain higher levels of
satisfaction than outsourcing systems management and
applications development [24].

The characters of ITO is suitable to DU. Firstly, DU's
finance situation takes no advantages compared with peers
(Tab .I1). Secondly, DU only outsources less than 40% of its
marketing functions (Fig .1): marketing and brand
consultancy, business analysis and cooperation affairs.
Finally, in China there are numbers of high quality
intermediary agents that provide DU a large pool for
cooperation. Therefore, ITO contributes cost mitigation,
short timescale and effectively marketing specification to
DU.

C. WiMS

WIMS is a system that completely defines, manages and
executes workflows through the execution of software whose
order of execution is driven by a computer representation of
the workflow logic [9]. Specifically, WfMS allows the user
to define and design different workflows, like ad hoc,
administration and production [25], for different types of
business processes [27]. Furthermore, WfMS keeps tracking
all processes simultaneously to control and coordinate
workflow and information between participants to automate
processes [9]. However, WfMS's limitation in functionality
usually leads to actual features provided by the systems are
not well correlated to the expectations from the users. For
example, WfMSs support ad hoc workflows must provide
functionality  for  facilitating human  coordination,
collaboration and co-decision, but such WfMSs cannot be
used for workflows for controlling task ordering. Therefore,
WfMS's contribution to the business performance based on
the serious analysis of business processes of an organization
and the corresponding workflows.

DU's current student recruiting system is partly
automated. Specifically, only the online application process
is automated, but not a cohesive and automatic
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TABLE Il IMPORTANCE MARK FOR THE VALUABLE ATTRIBUTES AND PERFORMANCE MARK FOR EACH INITIATIVE
Categories Success Attributes Mark for Mark for B2C | Mark for ITO | Mark for WfMS
Importance Performance | Performance Performance
Interrupted core business activities with website quality 5 5 3 2
Kept traditional competitive advantages 5 4.9 23 4
Improved market share track 1 34 4 2
Relations enhanced competitive advantage 3 4.3 4 3
Improved new competitors track 1 1 41 2.1
Improved buyer behavior track 4 4.1 5 2
Offered customer personalization 4 5 3 4
Strategic
Aspect Quicker timescale to market 4 3 49 2.2
Good services offered by e-business 4 3.9 31 3
Innovation allowed when risks are low 5 48 49 21
Improved customer satisfaction 5 4.7 5 4.1
Trained employee 2 2 5 3
Good cost control 5 33 4.8 3
Improved response to change 3 3 3 4
Improved service quality 4 4.6 4 4.2
Improved team work 2 3.3 2 4
Overcome culture barriers 3 2.2 5 2
Promote proactive culture 3 2 4.1 21
Improved planning 3 3.2 31 3.1
Improved administrative procedures 3 4.2 3.2 3.2
Reduced market cost 5 38 4 22
Leader in new technology 2 3 4.8 3.1
Improved organizational process flexibility 5 3 2 4.2
Improved capabilities unders_tanding of technology by 4 43 2 4.4
executives
Support for e-business from top management 4 4.2 21 45
Improve communication throughout the organization 4 31 2.2 5
Improve communication with customers 5 4.6 4.7 5
Manageme Improved data management 3 4.5 33 3.3
nt-oriented
Aspect Reduce paper work 1 3 3 4
Reduce labor cost 4 3.2 4.9 3.6
Reduce rework 2 3.2 2.2 3.2
Improve quality of out put 1 5 35 42
Improve ability to exchange data 3 31 4.8 43
Improve response time to queries 4 3 49 4.6
Improved forecasting and control 3 47 42 35
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TABLE IV.  ADVANTAGES AND DISADVANTAGES OF INITIATIVES

B2C

ITO

WFMS

Advantages

Disadvantages

Advantages

Disadvantages

Advantages

Disadvantages

Integrating Online and
Off-line business

Difficulty in
measuring business
performance

Gaining predictable
technology budget

Critical information
can be scary

Guaranteeing a
concurrency system

Increasing expenditure
for the increased scope

Offering
personalization to
customer

Highly accuracy
requirement

Cost savings

Loss of a critical
capability

Integrating cross-
enterprise workflows

Inflexible in handing
human intervention

Collecting customer
knowledge

Long time
development for the
process

Greater access to
skilled staff

Possible threat of
opportunism from
suppliers

Business process
verification and
simulation

Unpredictable
scalability for the
system

Managing relationship
with customer

Attractive content is
difficult to define

Focuses on the core
products and services

Loss of flexibility

Matching workflow to
organization strategy,
structure

Poor communication
support

Winning new
customers

Relative large
investment

Short timescale for
development

Loss of advantages in
information
management

Automating resource
and information
management

Poor fault tolerance

Monitoring internal
and competitors
activities

Higher employee
ability demand

Risk sharing with the
technology partner

Decline performance
of current employee

Coordinating and
streamlining business
processes

Failed components
cannot be replaced
easily

Recruiting system. For example, the communication

Among applicants, marketing departments and academic
is suffering great latency. DU's business process is highly
information related and can be defined as ad hoc workflows.
Therefore, WfMS guarantees a dynamic and automatic
recruiting system to DU.

TABLEV.  CONTRIBUTION VALUE DECISION MATRIX
Number of Attributes
. Value for each
Marking Rules Attributes
ITO | B2C WFMS
1=3 P=3 1 1 1 0
P>3 8 6 6 1
P<3 0 2 2 -1
>3 P=3 2 2 2 0.5
P>3 12 15 11 1
P<3 5 1 5 -1
Total B2C 1*0+6%1+2%(-1)+2*0.5+15%1+1*(-1)=20
Value g 1%0+8*1+0%(-1)+2%0.5+12*1+5%(-1)=16
WEMS 1*0+6%1+2%(-1)+2%0.5+11*1+5*(-1)=11

IV. EVALUATION AND PRIORITIZATION

After In e-business, a well performance strategy may
show little importance to the success of e-business. This
indicates that the adoption of a strategy should consider both
importance and performance values. Hence, this report
adopts the Importance-Performance Analysis (IPA) [28]
which is a tool for evaluating marketing strategies, to analyze
the performance of initiatives for the important attributes of
DU. Then prioritize initiatives with decision value theory
[30]. The process follows these steps:

(1).Mark picked success attributes for DU in terms of
importance and performance of each initiative to attributes.

(2).Draw IPA maps

(3).Calculate contribution value of initiatives

A. Marking for the Performance and Importance

Cooperating analysis of DU and success factors summary
in e-business identified from the literature [6, 7, 8, 18, 30,31,
32, 33] presents the success attributes to evaluate these
initiatives. The case study of [3, 7, 8, 15, 24] marks the
importance of these attributes (Table. I11). The review of [2,
6, 16, 17, 18, 20, 26, 27], [11, 21, 22, 23, 24] and [25, 26, 27]
separately shows the advantages and disadvantages derived
from B2C, ITO and WfMS to DU (Table 1V), and marks the
performance of them in Table. I1l. Based on the importance



and performance value drawing the IP maps (Fig .7, Fig .8,

Fig .9).
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B. IPA and Comparison of Initiatives

IPA demonstrates each initiative's performance to the
importance of DU. Interpretation of the four quadrants of
IPA is illustrated:

(1).Concentrate here: bad performance for the importance.

(2).Keep up the good work: well performance for the

importance.

(3).Low priority: badly performance for the
unimportance.

(4).Possible  overkill:  well performance for the

unimportance.

It shows that (1) and (2) seriously reflect the contribution
of each initiative for DU's importance. However, (3) shows
low salience in effecting the business and (4) even states
little contribution. Hence, the comparison factors especially
focus on the attributes (1) and (2). Although the IPA clearly
locates these attributes, the evaluation of importance-
performance of these initiatives should base on decision
value theory [30]. Finishing final comparison with following
steps:

(1). Calculating and marking the contribution value of
these attributes with following rules (I donates value of
Importance, P donates value of Performance):

If And Mark
1=3 P=3 0
P>3 1
P<3 -1
1>3 P=3 0.5
P>3 1
P<3 -1

(2).Calculate the contribution value for each initiative,
and rank them (Table V)

The calculated total value (Table V) prioritizes these
initiatives as B2C, ITO and WfMS. The attributes locations
of IPAs show that B2C takes the advantages of customer
relationship management, risk reduction and strategy
flexibility. 1TO shorts marketing development lifecycle and
saves cost, WFMS extremely enhances the execution of
organization. This demonstrates that DU should firstly focus
on CS, then boost the productivity to China market and
finally improve organizational management to support the e-
business.

C. Limitation

The importance and performance are marked by
predication that based on literatures. These mark maybe not
accurate enough. Then, the contribution values are marked
by widely divided range of | and P, should value them more
seriously. But the outcome of the evaluation is reasonable to
DU.
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V. CONCLUSION

What E-business is widely adopted in education market
enables universities to recruit the most able and motivated
students and staff across the world, so as to improve the
education and research level and boost financial budget.
While create a successful collaboration between business
strategies and supported technologies is composure for e-
business adoption. Hence, firstly analyzing both the internal
and external environment for DU to identify its current
capa