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Abstract. The tree-based tags anti-collision algorithm is an important method in the anti-collision 
algorithms. In this paper, several typical tree algorithms are evaluated. The comparison of algorithms 
is summarized including time complexity, communication complexity and recognition, and the 
characteristics and disadvantages of each algorithm are pointed out. Finally, the improvement strategies 
of tree anti-collision algorithm are proposed, and the future research directions are also prospected.  

Keywords: Radio Frequency Identification, Anti-collision algorithm, Electronic tags, Deterministic 
algorithm

1. Introduction

With the rapid development of the Internet of things technology, Radio frequency identification (RFID) 
technology has been used more and more in life and production. RFID technology is an important part 
of the Internet of Things system. It is a non-contact intelligent identification technology. Compared 
with the traditional automatic identification technology, it has many advantages such as small size, 
low cost, large amount of data storage, high security and reusable. It has great application value in 
industrial production, logistics and transport and cargo management, commodity trade, health and 
safety inspection and intelligent transportation and other fields. RFID system mainly consists of reader 
(including antenna), the application system and a large number of electronic tags [1-3] as shown in Fig.1. 
Label is mainly used to store the information encoded by the marked object and security encryption, the 
reader used to read, change and verify the label information. However, there are several problems in the 
application of RFID system. 

1.1 Collision problem

When multiple tags and readers in the same channel and signal transmission, collision problem is 
generated because of mutual interferences between tags and readers.

1.2 Security authentication and privacy protection

The security problem is how to ensure the authenticity and validity of the label information and the 
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reader when there are eavesdropping attacks and replay attacks. 

1.3 Efficient storage of large amounts of data

RFID devices in real-world applications continue to generate large amounts of data. How to build 
an efficient data storage model to reduce system overhead and improve query efficiency is an urgent 
problem to be solved.

1.4 Precise target location and tracking

How to obtain the accurate position information of the location object in outdoor and indoor 
environment will be a hot research field in the future.

                                           

                                             

       

 

Figure.1  Diagram of RFID system composition

The collision problem is a key problem affecting the performance of RFID identification, which 
restricts the recognition efficiency in large-scale label recognition environment. When multiple readers 
or multiple tags at the same time, the same frequency to send data, the data signal will interfere with 
each other in the wireless channel, resulting in data loss, missing, misreading and other phenomena 

[4]. According to the different reasons of the collision, it can be divided into three categories: tag-tag 
collision, tag-reader collision and reader-reader collision [5]. As for tag-tag collision problem, the anti-
collision algorithm has been divided into three categories [6-10]: (1) Non deterministic anti-collision 
algorithms based on ALOHA; (2) Deterministic anti-collision algorithms based on tree structure; (3) 
Hybrid algorithms.

This paper summarizes the tag-tag anti-collision algorithms based on tree structure. Some of the typical 
algorithms at present are analyzed and compared for algorithm on time complexity, communication 
complexity and recognition efficiency. The way to improve the existing algorithm is discussed, and 
the future research directions are points out. This provides reference for the research on anti-collision 
algorithms the structure of the tree.

2. Reviews of Several Typical Tree-Based Anti-Collision 
Algorithms

The tree-based anti-collision algorithms transform the label number to a binary string consisting of ‘0’ 
and ‘1’. When a collision occurs, it is divided into “0” and “1” branches according to the label 
number. In each branch, the algorithm repeats the query process until it can correctly identify a label. 
In the end, a tree structure is built. Compared to ALOHA algorithm for random reading of labels, tree-
based algorithm can avoid the label hunger phenomenon. In this section, we have selected several tree-
based algorithms with the most research at present, and analyzed the implementation process of the 
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algorithm and the latest research progress。

2.1 BT (Binary Tree) Algorithm

The binary tree algorithm (BT) is a basic binary anti-collision algorithm, in which each tag contains 
a counter and a random number generator [11].When the counter value is 0, the label sends the tag 
information. When the counter value is not 0, the label is in a wait state and does not respond, and the 
value of each counter is 0 in initial state. The algorithm steps are as follows.

1) After the reader sends the query command for the first time, all the tags responses within the 
recognition range and sent the respective tag numbers.

2) If a collision occurs, each tag with a counter value of 0 randomly generates 0 or 1 and assigns it to the 
counter. If the counter value is greater than 0, the counter value is incremented by 1.

3) If no collision occurs, it indicates that a label has been identified or a free node is generated, and the 
counter value for all tags is decremented by one.

4) Cycle the step 2 until all the tags are identified.

Fig. 2 shows an example of using the BT algorithm to identify tags. With the increasing of the number 
of tags, the number of queries increases dramatically. This leads to a large number of idle time slots 
and reduces the efficiency of the system recognition. Otherwise, the BT algorithm needs to update 
the value of the tag counter for each identification cycle with requiring the tag to have storage and 
counting function [12]. As the result, it increases the overhead of the system. In [13], the ABS algorithm 
was proposed based on the BT algorithm. Each tag in the algorithm has two counters: the reader’s 
allocates slot counter Rc and the label’s progress slot counter Pc [14]. These two counters and random 
numbers make the tags identically identifiable, but the algorithm is designed to be more complex. There 
are still idle slots in the recognition process. The value of the counter is also stored every time, which 
increases the time complexity of the algorithm. Jiang et al [15] introduced a fallback strategy and search 
tree algorithm to improve the ABS algorithm. The algorithm eliminates idle time, and reduces the 
identification delay, but it does not reduce the system overhead because each query still needs to change 
the value of the counters.

Figure.2  An example diagram for BT algorithm
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2.2 BS (Binary Search) Algorithm

Binary search tree anti-collision algorithm (BS) is a memory less classic tree-based anti-collision 
algorithm [16]. In the algorithm, the label does not need to store any information, when the collision 
occurs, the reader can change the query string to identify labels. The algorithm steps are as follows. 

1) The reader sends the query command to tags in binary string. The query string length is equal to 
the label number length and the initial value is composed of all ’1’. All tags to be identified in the 
recognition range response and send the numbers to the reader.

2) If no collision occurs, there is only one tag identified. If the collision occurs, the reader will set query 
string’s the highest collision position ‘0’ and the encoding higher than the highest collision bit 
unchanged, the highest collision to the lowest are set to “1” to form a new query string.

3) The reader broadcasts a new query string, looping the step 2. When a tag is recognized, the reader 
reads its number and sends the command to the “dormant” state.

4) Restart from step 1 until all tags are identified.

The binary search algorithm (BS) eliminates the idle time slot and does not need to store additional 
data. However, each recognition after the query string will start from the initial state, and it increases 
the number of queries. At the same time, when the reader sends a binary string, the tag needs to send a 
complete binary string. In fact, the same part of the binary string sent by the reader does not need to be 
sent to the reader. Given the three labels A, B, C {110100101011011010101101}, using the BS algorithm 
to identify the process of these three labels are shown in table 1.

Table 1  Binary search algorithm identification table

First search Second search Third search
Reqest 11111111 10111111 10101111
Label A 11010010 —— ——
Label B 10110110 10110110 ——
Label C 10101101 10101101 10101101

Collision bit decoding 
results 1××××××× 101××1××

Identified label null null C

The improved algorithm based on BS algorithm includes dynamic binary search algorithm (DBS), 
dynamic back off binary search algorithm [20] and so on. Compared to the BS algorithm, the DBS 
algorithm has the same number of queries, but the data between the label and the reader is reduced by 
half and the query efficiency is improved. Dynamic binary back off algorithm is improved on the basis 
of the DBS algorithm, which reduces the number of queries while ensuring that DBS transmits less data. 
On the basis of BS algorithm, the BS - BLG algorithm is proposed by Di Chunyu from Jilin University 
[21], whose main improvement is to increase the lock bit group and group paging instructions. The role 
of the lock bit group is to extract the bits that produce the collision and to prioritize groups according 
to the number of consecutive ‘1’. It reduce the number of queries by grouping paging and use 
backward strategy to reduce the number of queries. BLBO algorithm is proposed on the basis of BS and 
DBS algorithm [22]. In this algorithm the collision bit is locked by the lock strategy, and then the reader 
only sends the collision bit information, which reduces the communication complexity. By using the 
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backward strategy, after each tag is identified, it is returned to the node where the collision occurred, 
and the recognition efficiency of the BLBO algorithm is close to 50%. In [23], the NBLBO algorithm 
is proposed on the basis of BS algorithm and BLBO algorithm. The algorithm introduces the idea of 
adaptive bifurcation, which adjusts the next query prefix by calculating the collision factor after each 
collision. With the same number of tags, the recognition efficiency of the algorithm is about 3 times of 
that the BLBO algorithm and it also has a significant reduction in the amount of data transmission and 
the number of queries.

2.3 QT (Query Tree) Algorithm

The QT Algorithm [2, 24-26] is also a memory less algorithm，the tag only needs to be compared to the 
query prefix sent by the reader each time, and the tag is sent back to the reader with the prefix. The 
algorithm is first introduced into the stack to save the query prefix to improve the query efficiency. QT 
algorithm steps are as follows.

1) In the initial stage of the query, an empty string is pushed onto the stack, and the reader sends an 
empty string. At this time, all tag responses within the scope of the identification.

2) If there is a collision, the ‘0’ and ‘1’ followed by the last prefix are added to form a new 
query prefix, and the two new prefixes are pressed into the stack. If there is no collision, a unique tag is 
identified.

3) If the stack is not empty, popping a query prefix of the stack. After receiving the query command, the 
tag matching the query prefix returns the code of the remainder. If there is no tag response, an empty 
cycle will occur, and a query prefix will be popped.

4) Repeat the above 2, 3 steps until the stack is empty and all tags are identified.

QT algorithm is simple and easy. It has no additional storage requirements for the tag, and the hardware 
cost is low. However, the QT algorithm is greatly affected by the label distribution, it does not prejudge 
the location of the collision of the label, and the update of the query prefix is more mechanical. It will 
produce a large number of idle time slots in the process of identification. The following table lists the 
number of idle time slots in the case where the label length is 12 bits and the number distribution is a 
random distribution. The number of tags increases from 100 to 600.

 Table 2  Slot table for QT algorithm

Number of tags Query time slot Idle time slot

100 289 45
200 543 71
300 785 93
400 1031 116
500 1283 142
600 1512 157

It can be seen that as the number of tags increases, the free time slot increases. The query efficiency is 
reduced, increasing the reader’s energy consumption. But the QT algorithm still inevitably produces 
a large number of free time slots and collision time slots. In the literature [27], the MBQT algorithm is 
proposed based on the QT algorithm. The label is changed from binary code to multiple coding, which 
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reduces the amount of transmission data in the communication process and improves the recognition 
efficiency. But the algorithm needs to use the reader more storage space, and the performance of the 
algorithm is also affected by the length of the tag. In [28], a hybrid query tree algorithm is proposed. The 
algorithm changes the query prefix according to the collision information in each recognition cycle. 
Compared with the QT algorithm, the algorithm reduces the number of queries and increases the 
recognition efficiency to about 59%. But the algorithm still does not solve the problem of idle time slot. 
Zhou Qing proposed the IHQT algorithm based on the QT algorithm [29] which sets a full adder in each 
tag. This algorithm uses the number of three consecutive “1” after the query prefix to determine the 
order of the response to the reader. This method avoids the generation of idle time slots and reduces 
communication complexity.

2.4 CT(Collision Tree）Algorithm

CT algorithm is an improved algorithm in QT algorithm, which was proposed by Dr. Jia Xiaolin in 2012 
[12]. Unlike the QT algorithm, the CT algorithm only updates the query prefix for the collision position, 
reduces the unnecessary query, and eliminates the idle time slot. In the CT algorithm, first, the initial 
reader sends a query instruction to labels. if there is no label collision, then directly identify, or the reader 
update the query prefix according to the first collision bit, that is, all the bits before the first collision bit 
unchanged, Followed by the addition of “0” and “1”.Thus, two new query prefix are pushed onto 
the stack. The reader sends the query prefix at the top of the query stack, and labels compare their own 
number with the received query prefix. If the same, labels will remove the same part of the prefix sent to 
the reader, the reader again to judge until the stack is empty so far.

The CT algorithm completely eliminates the idle cycle in the query process, and does not need the 
information in the process of memory tag recognition. The recognition efficiency is more than 50%. On 
the basis of CT algorithm, a multi-period identification algorithm (MCT) [30] is proposed, which divides 
the identification cycle of communication between reader and tag in RFID multi-tag identification into 
three sub-periods (Q, R0, R1).In the algorithm, labels determines the flag bit according to the query 
command, and select the response cycle (R0 or R1) according to the value of the flag bit to respond to 
the reader’s query request. But in this way, each time the reader sends the request, the label must judge 
the flag bit, according to the flag bit to divide the response cycle, so that the communication efficiency of 
the tag and the reader is greatly reduced. In paper [31], the CT algorithm is improved by using the double 
prefix and collision bit continuity, and the DPPS algorithm is proposed. Compared with CT algorithm, 
the average recognition efficiency is improved by 36%, and the average communication complexity is 
reduced by 35.6%.

In summary, although the research on the anti-collision algorithm has made some achievements in 
recent years, there are still some problems such as the complexity of the algorithm design and the 
inability to adapt to the practical application. The algorithm identification efficiency is affected by the 
large distribution of labels and so on. An efficient and stable anti-collision algorithm is the focus of future 
research.

3. Comparison of Several Algorithms

At present, most of the references for the improvement of tree based anti-collision algorithm focus on 
the BS algorithm, BLBO algorithm, QT algorithm and CT algorithm. In this section, we compare the 
performance of these algorithms with experimental analysis
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3.1 Performance Analysis

Table 3 shows the performance parameters of the four algorithms. Where, n  is the number of tags to be 

identified, k  is the number length of the tag, x  is the number of bits in which the tags collide,   prel  is 

the length of the query prefix sent by the reader, resn  is the tag that responds to the reader in each query 

cycle number.

Table 3  Algorithm performance comparison

Anti-collision 
algorithm

Time complexity Communication complexity Recognition efficiency

BS algorithm 
[32,33] )!(log2 nn + ))!(log(2 2 nnk +∗ )/)!(log1/(1 2 nn+

QT algorithm 
[33,34]

)lg2( nkn −+∗

(The worst situation)

)lg2/(1 nk −+

(The worst situation)
BLBO algorithm 

[22] 12 −n )/12/(1 n−
CT 

algorithm[35,36] 12 −n ])([)12( resprepre nlkln ∗−+∗− )/12/(1 n−

As can be seen from the above table, the time complexity of the BS algorithm is )!(log2 nn + . Due to the 

existence of !n , the time complexity and communication complexity increase rapidly with the increase 
of the number of labels and the length of the tag number, and the recogniti only the most complicated 
case, but it can be seen that the QT algorithm is greatly influenced on efficiency will be lower and lower. 
Obviously, there is still much room for improvement in the BS algorithm. The time complexity of the 
QT algorithm listed in the above table isby the tag number length. When the tag number is long, the 
query range of the reader is greatly increased, which increase the number of free time slots. Normally, 
QT algorithm recognition efficiency is about 34% [12]. The BLBO algorithm and the CT algorithm have 
the same time complexity, which determines the recognition efficiency of the two algorithms is the same. 
Because the value of n  is greater than or equal to 1, the recognition efficiency is above 50% and the time 
complexity is only affected by the number of tags, regardless of the length of the label number, so these 
two algorithms are more stable algorithm for large-scale label recognition occasions.

3.2 Simulation Experiment

The number of queries and the number of bits transmitted are important indicators that reflect 
the complexity of time and communication complexity. In order to compare the performance of 
these algorithms more intuitively, the MATLAB simulation tool is used to simulate the query times, 
communication transmission bits and recognition efficiency of several algorithms. Among them, the 
number of labels increased from 100 to 600 and the increment is 100.The label number is randomly 
distributed, and the number is 12 bits. The simulation results are shown in Fig.3 to Fig.5.
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Figure.3  Comparison of query times

It can be seen from Fig.3, BS algorithm in the case of increasing the number of tags, the reader needs 
to send the most queries, we can see that the BS algorithm is most suitable for use in large-scale label 
environment, and the number of queries of QT algorithm is about half that of BS algorithm, and the 
performance of BLBO algorithm is similar to that of CT algorithm, which is better than QT algorithm.

Figure.4  Comparison of transmission bit number

In Fig.4, we can see BLBO algorithm and CT algorithm’s recognition efficiency is about 50%, and with 
the increase of the number of tags, the performance of the algorithm tends to be stable. QT algorithm’s 
recognition efficiency is between 35% and 40%. BS algorithm’s recognition efficiency is the lowest and 
with the increase of the number of tags, the recognition efficiency is gradually reduced.

Figure.5  Comparison of recognition efficiency
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The number of bits in the transmission between the reader and tags are represented in Fig.5 when use the four 
algorithms to identify tags. It can be seen from the figure that the BS algorithm the BS algorithm performs 
the worst, and with the increase in the number of tags, the amount of data needed to grow faster and faster, 
increasing the cost of the system. QT, CT and BLBO algorithm transmission bits are significantly lower than 
the BS algorithm. Among them, due to the introduction of the lock back strategy in the BLBO algorithm, it 
performs the best, followed by CT and QT algorithm.

4. Improvement Strategy of Tree-based Anti-collision Algorithm

In recent years, the research on RFID multi-label anti-collision algorithm has been paid more and more 
attention by many scholars, and many improvement strategies have been put forward for the anti-collision 
algorithm of tree, and some research results have been obtained. On the basis of reviewing the relevant 
literature, this paper summarizes several relatively typical improvement strategies.

4.1 Bit locked

In the tree-based anti-collision algorithm, if the label collides, then only the collision code is not known. In this 
way, locking the collision bits when collision occurs, and then the reader only sends collision bit information, 
the tags will only return the collision bit information, which eliminate redundant data. As shown in Figure 
6, after the collision, the reader’s decoding information is 1×0××000.Then the next time, the reader 
only request the 2, 4, 5 bit to send coded information, so whether the label side or the reader will reduce the 
information Storage to improve communication efficiency.

In [37], the DBS algorithm is improved by using the method of bit locking, which makes the new algorithm 
have great improvement in transmission delay and tag energy consumption. In the literature [38], a multi-
collision joint lock-bit dynamic adjustment algorithm is proposed. The algorithm uses the highest collision bit 
and the lowest collision bit to form the lock bit paging instruction. It is preferable to estimate the number of 
labels in the collision slot, and then to detect the number of collision bits, and dynamically select the algorithm 
to deal with the collision. The instruction cost of the new algorithm is 12% and 39% lower than that of DBS 
algorithm and QT algorithm.

Figure.6  Lock bits strategy diagram

4.2 Adaptive bifurcation

The existing bifurcation of several tree-based anti-collision algorithms is only binary, which leads to the depth 
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of the tree is too deep and increases the number of queries. If the label set is allocated on a number of sub 
trees, it can effectively reduce the query tree depth and tag collision probability [22]. Quadtree, octree and other 
tree bifurcation algorithms are often used to reduce the collision time slot in the tag identification process, 
accordingly, the number of free time slots increase. Some researchers put forward adaptive bifurcation 
algorithms to reduce idle time slots. Mr Ding Zhiguo proposes an adaptive anti-collision algorithm. The 
collision factor is introduced into the algorithm, and the collision factor is the ratio of the collision bit  to the 
label response bit  in the collision slot [39]：

                                                                                                                                                                                                                (1)

When the label collides, the collision factor is calculated. When 75.0<µ  , it select the binary tree to generate 

two query prefixes according to the first collision bit; when 75.0≥µ  , it use quadtree to generate four query 
prefixes according to the first two collision bits. In order to avoid the use of quadtree to generate idle time slots, 
the literature [40] proposed a method that the reader send detection commands to determine the specific value 
to optimize the quadruple query prefixes. Instead, Ren [41] proposes a method that uses the XOR operation 
to eliminate the idle time slot before the determination of the quadruple query prefixes. Wang [42] first use the 
MLE algorithm to estimate the number of tags, and then use the proposed CBGN (Collision Bit Tracking 
Tree Algorthm Based on Grouping N-ray) algorithm to deduce the optimal grouping coefficients under 
different trees. The new algorithm eliminates the idle time slot and reduces the communication complexity 
significantly.

4.3 Backward

In the traditional BS algorithm, after successful identification of a tag, it is necessary to return to the root node 
to get the query command. After identifying a label in backward strategy, it will fall back to the label node’s 
parent node or other non-root node, which can greatly reduce the number of searches, but also can reduce 
the idle time slot and collision time slot Number of. the most typical algorithm is the intelligent traversal 
algorithm- STT（Smart Trend-Traversal）[43] proposed by Pan et al. The algorithm takes a preorder traversal 
node in the collision time slot, and the idle slot takes the mechanism of retreating to the upper layer node, 
which effectively reduces the number of collisions and the idle time slots. In [44], an enhanced STT algorithm 
is proposed, which can adaptively adjust the length of the query string according to the last query. Compared 
with the STT algorithm, the total number of queries is reduced by about 6%. In the paper [45], the backward 
paging is added to the query instruction of the reader, and the label information is divided into four parts, 
which reduces the unnecessary backward query path and reduces the amount of communication.

5. Conclusion

The tree-based anti-collision algorithm has the advantages of stability and high recognition efficiency, but 
there are some shortcomings such as large amount of communication data between reader and tag, high 
system delay and large influence on the label number distribution. However, the algorithm based on Aloha 
has strong adaptability and low system overhead, so the hybrid anti-collision algorithm based on tree 
algorithm and Aloha algorithm will be a hot research topic in the future. In addition, the label recognition for 
mobile state and capture effect is also the future research direction.
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Abstract. With the development of the new technology of intelligent manufacturing and cyber 
physical system, a new scheme is proposed for designing of predictive production based on ball mill. 
First, physical model (PM) and the model based on data (cyber model, CM) are discussed. Then, 
the combination of physical model and cyber model (CPM) is realized. Physical model is established 
according to the volume balance formula and the material balance formula. Cyber model uses the 
algorithm of the extreme learning machine which introduces penalty function. CPM uses the least square 
method to realize the combination of PM and CM and gets the value of the coefficient. Compare the 
actual data on ball mill to the data of the model then the result shows that the mean square error of CPM 
is smaller than the mean square error of PM and CM. The experimental results validate the effectiveness 
of the proposed method, which can be effectively used in ball mill in our industry.

Keywords: cyber-physical systems, ball mill, cyber model, physical model, cyber-physical model

1. Introduction

Intelligent manufacturing is a core technology of the new industrial revolution. The core technologies 
converge at cyber-physical system (CPS) [1]. Cyber-physical systems (CPS) is a new type of intelligent 
system. Governments, academia and the business community attaches great importance to CPS.

CPS is a concentration of computing, communication and control in intelligent technology. CPS has 
many characteristics such as real-time, safe, reliable, high-powered and so on [2]. Building CPS models is 
a key technology for intelligent manufacturing. The system usually consists of cognitive layer, equipment 
layer, sensing layer and control layer. After sensing, collecting, transmitting, storing, mining and 
analyzing the information about the machine in physical space (PS), a digitalized machine mirroring 
the physical machine is set up in cyber space (CS) and referred to as the digital model of the physical 
machine on the CPS cognitive layer [3]. So CPS model need to master the knowledge about computing 
system and physical system. CPS involves content including the discrete calculating system and the 
continuous physical process. So it is difficult to establish a unified modeling architecture.

Ball mill is a key equipment which can smash materials. It is suitable for all kinds of ores and other 
materials and is widely used in mineral processing, building materials and chemical industry, etc. 
Materials after grinding are aspersed to engine body on the right side under the effect of rotary cylinder 
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in the overflow ball mill. Finally make products overflow from empty journal. Abrasive machining process 
is more compact which achieve classification operations and reduce the grinding cycle load effectively. 
Because ball mills are multi graded and the mechanism is more complex, cyber modeling and physical 
modeling is very difficult about ball mills. 

WANG et al [4] put forward an inverse control strategy based on distributed NN (neural net-work) which 
used principle of inverse system control and property of the ball mill system. Yuan et all [5] proposed a 
nonlinear prediction model which used nonlinear partial least squares in the real ball mill pulverizing 
system. Discrete element method [6] allows modeling of internal steel in ball mill and the motion process 
of material particles in numerical simulation. Scholars at home and abroad [7] have been studying the 
fineness prediction model about ball mills. But these models do not reflect the influence directly about 
operating variables such as the feeding, add water. So these models are unable to real-time dynamically 
response changeable behavior of circuit operating conditions. This is the reason why these models are 
not control process models. Graded distribution prediction model is still worthy of further research 
in industrial ball mill modeling. If you can establish a dynamic model to predict grinding indicators 
according to water flow, additive amount of grinding ball, characteristics of ore and so on, which will 
have greater practical value.

Using physical methods establish the continuous physical model. Firstly, establish simple physical 
equation of a system, and then create a continuous system model based on time according to the 
property characteristics of the system and the parametric model in continuous system modeling. EA Lee 

[8] used Newton’s law analysis to verify physical process and the system model was established. Formal 
modeling method based on mathematical theory simulates system behaviors. From the perspective 
of multi-agent systems, a high-confidence software formal model (HCSFM) of CPS based on two 
complementary formalisms, namely Petri nets and -calculus was proposed by Yu [9]. A quantitative 
security analysis model based on the combination of Petri net and game theory was proposed by XU [10] 

to reflect not only the hybrid of cyber and physical world but the behaviors of attackers and defenders. 
Banerjee [11] proposed a Linear 1 space dimension Spatio-Temporal Hybrid Automata which modeling 
oriented object was discrete system.

This paper realizes the combination of physical model and cyber model (CPM) based on CPS. 
According to the volume balance formula and the material balance formula, physical model is 
established to predict the output of ball mill. Physical model is a dynamic model based on the parameters 
of water flow, additive amount of grinding ball, characteristics of ore and so on. Use extreme learning 
machine (one of the neural network algorithm) algorithm to build mathematical modeling of ball mill 
which can predict the output. Finally use the least squares method to combine physical model and cyber 
model. Experimental results demonstrate the effectiveness of the proposed method.

2. CPS Model

2.1 Physical Model: PM

Figure 1 is a continuous grinding process of ball mill. Continuous grinding process is the rough ore 
crushed. When particles have been filtered, the material through belt transmit to ball mill, which is called 
undressed ore blanking. Overflow ball mills use wet grinding ways. So ball mills need to add a certain 
amount of water, which is named grinding water flux. A large number of steel ball is a medium. Ball mills 
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of rotation grind pulp. After grinding, fine ore which is in the form of pulp overflow from discharging 
opening of ball mill. Coarse particles enter into the classifier and are recycled into ball mill until in the 
form of pulp overflow from discharging opening of ball mill. In the process of the experiment, this paper 
set parameters such as material grindability, cylinder speed, lining structure are invariable.

The input variables in physical model are grinding water flow which is recorded as Rwater_flux(t), 
undressed ore blanking which is called Rbelt_flux(t), Additive amount of grinding ball that is named 
Rball_add(t) and swirling flux that is regarded as Rore_flux(t). The output variables are overflow 
concentration named Covf_con (t) and overflow flux called Rovf_flux(t). According to the overflow 
concentration and overflow flux, physical model predicts production which is the product of overflow 
concentration and overflow flux.The volume of pulp V and the length of ball mills L are invariable. 
Volume balance formula is expressed as:

                                                                                                                                                                                            (1)

The expression of ( )R tovf _f l ux
 is formulated as follows:

( ) ( ) / .R t k V t L=ovf _f l ux
                                                                                                                                                   (2)

k is a adjustive coefficient. Put formula (2) into formula (1) can get formula (3):

( 1) ( ) ( ) ( ) ( ) ( ) ( ) / .V t V t R t R t R t t k V t L
t

+ −
= + + −

∆ wat er _f l ux bel t _f l ux bal l _f l ux or e_f l ux+R                                                     (3)

Formula 2 can obtained Rovf_flux(t), Formula 3 can get volume of pulp V. Undressed ore blanking are 
solid mineral aggregate whose concentration is one. Concentrations of grinding water flux and additive 
amount of grinding ball are zero. Then the material balance formula is defined as:

( ( ) ( ))
( ) ( ) ( ).

d C t V t
R t C t R t

dt
= −ovf _con

bel t _f l ux ovf _con ovf _f l ux                                                                                               (4)

Formula (4) is also expressed as follows:

( 1) ( ) ( 1) ( ) ( ) ( ) ( ) ( ) / .C t C t V t V tV C t R t C t k V t L
t t

+ − + −
+ = −

∆ ∆ bel t _f l ux ovf _con
                                                                 (5)

Formula (5) can get the value of Covf_con (t). As such the overflow concentration is:

( ( )) ( ) ( ) ( ) ( ) ( ).d V t R t R t R t R t R t
dt

= + + + −wat er _f l ux bel t _f l ux bal l _add or e_f l ux ovf _f l ux

Figure.1  continuous grinding process of ball mill
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( 1) ( )( 1) ( ( ) ( ) ( ) / ( ))* ( ).V t V tC t R t C t k V t L C t t C t
t

+ −
+ = − − ∆ +

∆bel t _f l ux ovf _con                                                            (6)

Finally, physical model determine the production which is the product of overflow concentration and 
overflow flux. 

2.2 Cyber Model: CM

This paper use cyber model which is extreme learning machine that is called ELM in short [12]. ELM 
is an algorithm of neural network and generic single-hidden layer feed forward network (SLFN).The 
input variables of cyber model is the same with the input variables of physical model. The output of the 
prediction is production.

The SLFN consists of input layer, hidden layer and output layer. Hidden layer has L hidden neuron. The 
output of output layer is an m-dimension vector. Output function expression is shown as in formula (7).

1
( ) ( , , ).

L

L i i i
i

f x G a b xβ
=

= ∑                                                                                                                                                    (7)

ai and bi are respectively the center of the radial basis function (RBF) node and influencing factor. βi 

is weight between neurons of hidden layer and neurons of output layer. βi is an m-dimension weight 
vector. G is the output of hidden layer neurons and is also called as activation function. Y is output of 
prediction. The output function of neural network can be written as:

                                                                                                                                (8)

1 1 1 1

1 1

( ) ( , , ) ... ( , , )
... ... .
( ) ( , , ) ... ( , , )

L L L

N N L L N N L

h x G a b x G a b x
H

h x G a b x G a b x
×

   
   = =   
   
   

                                                                                      (9)
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β

β
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                                                                                                                                                                 (10)

1

... .
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T
L N m

Y
Y

Y
×

 
 

=  
 
 

                                                                                                                                                                 (11)

This paper uses optimized ELM [13] which is introduced penalty function and is called LELM. Objective 

function is shown as follows:

2 2

1

1: (|| || || || ) s.t. ( ) .
2

N
T T

i i i i
i

Min C h x yβ ε β ε
=

+ = −∑                                                                                                     (12)

Lagrangian function is expressed as:

,

2 2

1 1 1

1 (|| || || || ) ( ( ) ).
2 i j

N N L
T T

ELM i i i i
i i j

L C h x yβ ε α β ε
= = =

= + − − +∑ ∑∑                                                                                     (13)

Solving process is defined as follows: 

,
1

0 ( ) .ELM
N

T T
j i j i

ij

L
h x Hβ α β α

β =

∂
= ⇒ = ⇒ =

∂ ∑                                                                                                                 (14)

0 .
i

ELM
i

i

L Cα ε
ε

∂
= ⇒ =

∂

                                                                                                                                                  (15)

.H Yβ =
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0 ( ) 0.T TELM
i i i

i

L h x yβ ε
α

∂
= ⇒ − + =

∂

                                                                                                                               (16)

In formula (14), ( ),... .T
i Nα α α=  

Put formula (14) and (15) into formula (16), the result is:

( ) .TI HH Y
C

α+ =                                                                                                                                                             (17)

By formula (14) and (17) , β is (N>>L):

1( ) .T TIH HH Y
C

β −= +  

Finally, the output result is:

1( ) ( ) .T TIf x H HH HH Y
C

β −= = +
[13]                                                                                                                          (18)

2.3 Cyber-Physical Model: CPM

The output of physical model is yp. The expression of yp is the product of formula (2) and formula (6) at 
the same time. yc is the output of cyber model in formula (18). Formula (19) is weighted summation to 
predict y. w1 and w2 are the coefficient values. The relationship between w1 and w2 is as shown in formula 
(20).

1 2 .p cy w y w y= +                                                                                                                                                              (19)

2 11 .w w= −                                                                                                                                                                       (20)

By formula (19) and (20), (w1 is expressed by w):

(1 ) .
p cy wy w y= + −                                                                                                                                                         (21)

The parameters of yp is k. The parameters of yc is φ which includes penalty coefficient C and the number 
of hidden layer nodes L. h is predicted output. This paper uses least square method and regular terms. 
The purpose of using regular terms is that restraining parameters to make it not too big can reduce the 
fitting.

2 2 2
1 2

1 1 1

1 min ( ) .
2

N N N

i i i iw i i i
h y kλ λ φ

= = =

− + +∑ ∑ ∑                                                                                                                         (22)

The process of solving the coefficient value w is as shown below.

                                                                               (23)

Partial derivative of formula (23) is expressed as:

1
( ( ) )( ) 0.

N

p c c i p c
i

J w y y y y y y
w

δ
δ =

= − + − − =∑                                                                                                                  (24)

The value of w is:

2 2 2
1 2

1 1 1

2 2 2
1 2

1 1 1

1 ( ( ) )
2

1 ( ( ( ) ) ).
2

N N N

i i i i
i i i
N N N

p c c i i i
i i i

J h y k

w y y y y k

λ λ φ

λ λ φ

= = =

= = =

= − + +
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∑ ∑ ∑

∑ ∑ ∑
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1

2

1

( )( )
.

( )

N

c i c p
i

N

p c
i

y y y y
w

y y

=

=

− −
=

−

∑

∑
                                                                                                                                              (25)

Process of solving the parameters is shown as follows:
solving the parameter k, fixing φ, w
Objective function:

2 2
1

1 1

1 min ( ) .
2

N N

i i iw i i
h y kλ

= =

− +∑ ∑
solving the parameter φ, fixing k, w

Objective function:

2 2
2

1 1

1 min ( ) .
2

N N

i i iw i i
h y λ φ

= =

− + +∑ ∑

solving the parameter w, fixing k, φ

3. Realization and Validation Model

In the process of the experiment, this paper uses 253 data. Experiment selects 80% data as the training 
set and 20% as the test set. The experiment loops 20 times. The experimental results are average. Do the 
data cleaning before experiment. Because the magnitude of various parameters is different, data must be 
disposed. Before modeling normalization processing is carried out for meeting the input requirements of 
the model. The result of normalization is to make the value of the parameter between -1 and 1.

In the experiment, the value range of parameters: in the physical model, k is from 0.01 to 0.15, in the 
cyber model, C (punish coefficient) value is from 215 to 220, L (the number of hidden layer nodes) is 
50, 100, 200, 300, 500 or 1000. When the mean square error (mse) of CPM is minimum, the optimum 
combination parameters is that k is 0.14, C is 219, L is 300. A parameter is variable and the rest of the two 
parameters is fixed. Observe effects on the model.

3.1 PM

In physical model, adjust the parameter k which is in formula (2). k is from 0.01 to 0.15. When k is 
variational, Figure 2 and Figure 3 are the change of the mean square error (mse) in PM and CPM. As 
can be seen from Figure 3, mse is gradually convergent and the best value of k is 0.14.

        

Figure.2  improve parameter k in PM                  Figure.3  improve parameter k in CPM
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3.2 CM

In cyber model, adjust the parameter C (punish coefficient). C is from 215 to 220. Adjust the parameter L 
(the number of hidden layer nodes). L is 50, 100, 200, 300, 500 or 1000. When C is variational, Figure 4 
and Figure 5 are the change of the mean square error (mse) in CM and CPM.

Figure.4  improve parameter C in CM           Figure.5  improve the parameter C in CPM

From Figure 4 and Figure 5, mse is gradually convergent in CM and CPM. Table.1 is the partial 
comparative result of mse between CM and CPM. When C is 219, mse of CPM is minimum.

Figure.6  improve parameter L in CPM and CM

The best value of L is 300 from Figure 6. From the result, the conclusion is that mse of CPM is smaller 
than mse of CM and PM.
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Table 1  improve parameter C, contrast mse in CM and CPM

Numbers of experiment CM CPM

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1.8281

1.7824

1.4975

1.5613

1.4815

1.3520

1.5195

1.1150

1.1069

0.9253

0.9540

0.9543

0.5305

0.8041

0.7255

0.6341

0.4270

0.5952

0.4312

0.4770

1.5291

1.5032

1.3073

1.3616

1.2907

1.1646

1.3138

0.9884

0.9908

0.8316

0.8650

0.8602

0.4948

0.7353

0.6851

0.5924

0.4087

0.5628

0.4083

0.4577

When adjust parameter L, the change of mse in CM and CPM is shown in Figure 6. The result is stable 
convergence.

3.3 CPM

Fix optimal parameter and change parameter w. The experiment loops 20 times. In Figure 7, when w is 
changeable, mse of CPM is also altered.
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           Figure.7  improve parameter w and change of Mean Square Error (mse) in CPM

From Figure 7, the changes of w have bigger influence on the predictive value of CPM. When w is 
0.0135, mse of CPM is minimum.

3.4 Model Validation

When parameter is determinate, test data is used to validate model, the predictive mse is shown in Figure 
8. From Figure 8, in addition to the individual data points are abnormal, mse of predicted value are 
smaller. So model is credible.                                         

3.5 Select Data Randomly

This paper uses 253 data. Experiment randomly selects 80% data as the training set and 20% as the test 
set. The experiment loops 20 times which is same as above. The optimal parameters are fixed. Table.2 
shows comparative results of mse in each model and each experiment.

Experimental results show that mse of CPM is smaller than mse of PM when data are selected 
randomly in each experiment. CPM is mostly smaller than mse of CM. As shown in Table 2, the results 
demonstrate the feasibility of the model.

Figure.8  prediction of MSE in CPM
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4. Conclusion
This paper proposes a combining model of cyber model and physical model. The combining model 
is named CPM. CPM can make that production of ball mill predicts more accurate. At the same time, 
the experiment demonstrates the combination of computer and physics in CPS modeling. First of 
all, separate physical model is established. Then the model based on data is separately set up which is 
named CM. CM uses ELM with penalty function. Furthermore, get coefficients of physical model and 
cyber model by least square method. In the process of experiment, determine optimal parameters, then 
regulate various parameters respectively and compare the effects of various parameters on the model. In 
section 2.4, through the test figure can be seen that CPM model predicts accurate. Experimental results 
demonstrate effectiveness of the proposed method. Finally, Select data randomly and compare mean 
square error of the model. The experimental results show the feasibility of the model. So this method can 
be effectively applied in industrial ball mill.
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Abstract. This article describes the approach of experts of the National Research Moscow State 
University of Civil Engineering (MGSU) to the construction of modern operating systems in buildings 
using BIM-technology. This article was performed within the Russian State tasks MGSU project 
“Methodology of ideas, design and verification of energy-efficient engineering systems conventionally 
abstract objects (on formal models of buildings)”. 

Keywords: energy-efficient control, software for automated building management systems, 
operational control, life-support systems, information modelling of construction projects, engineering 
simulation, control of engineering systems, automated monitoring. 

1. Introduction 

Since 2008, in National Research Moscow State University of Civil Engineering (MGSU) exist 
Situational Energy Efficiency Centre of MGSU (SEC MGSU). 

Today SEC MGSU provides energy-efficient control of the operation of two buildings with a total area 
of the University for more than 18 000 sq. m. Infrastructure SEC MGSU enables operational control 
of the operation of engineering systems, archiving and analysis of data, verification of the technical and 
technological solutions and software for automated building management systems (ABMS). 

2. Discussion 

SEC MGSU is the epitome of an experimental platform and a new approach to building - view of the 
construction of the object throughout the life cycle - from conception to the time of the disposal. This 
approach involves the development of the concept and design of construction projects according to 
the conditions and terms of further operation. It allows - for capital construction projects - to achieve 
substantial savings in operating costs (payment of resources - heat, water, electricity, maintenance 
costs operation service; the cost of sudden failure of hardware engineering systems due to lack of 
timely diagnosis, to eliminate the consequences of accidents costs because of lack of engineering safety 
systems). 

Implemented in SEC MGSU system performs the operational management and analytical data 
processing of all engineering objects of life-support systems: electricity, lighting, heating, heating, 
ventilation, water supply and sewerage. The quality of the power supply is controlled by 110 points, 
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heat parameters - flow rate and coolant temperature - controlled at 40 points, at 10 points controlled 
the water flow, traffic control is carried out in 100 points and in 100 points is carried out ambient light 
control, noise is monitored in 90 points, in 95 points internal air temperature is controlled and at 10 
points relative humidity of internal air is controlled. In addition, SEC MGSU is equipped with a weather 
station, transmitting in the system environmental conditions (ambient air temperature, relative humidity 
of the outside air, wind speed and direction, the presence of rain).

Figure.1  Educational Laboratory Building, equipped with energy-efficient automated control system.

3. Method 

The system is based on the main-modular principle. The data from the end devices are transmitted to 
the control device modules (one module consists of up to 5 rooms), then the information is transferred 
to the storey controller, then to a central server SEC MGSU. The central server is physically consists of 
two servers - the first is subject to problems of operational management, the second is subordinate to the 
tasks of archiving and analytical processing data. It is controlled in real time. Access to the information 
management system is carried out on a local network of university, when you enter of appropriate access 
data. Through the information system interface available information on all the parameters controlled 
by the SEC MGSU, available setting values of the parameters of engineering systems and the assignment 
of rooms’ microclimate parameters. 

In addition to the above-described infrastructures in SEC MGSU also established laboratory facilities 
to carry out research projects activities with students and graduate students. Here are created 5 unique 
laboratories in various fields of building automation and energy saving. Laboratory equipment - 
proprietary research stands its own design. A wide range of features and options scaling of developed 
scientific equipment allows to use them in the work since the educational process of 3rd year 
Baccalaureate and ending with the preparation of doctoral theses. 
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Special attention in SEC MGSU is pad to practical application and promotion of energy-efficient 
solutions for the construction. Conducted in SEC MGSU experiments show payback of used improved 
energy efficiency technologies within 3-5 years. Thus, the undeniable is attraction of investment for the 
owner of real estate such technology introduction [4-12]. 

In 2015 began a new stage of development MGSU SEC associated with the use of BIM-technologies. 

Information modelling of construction projects for today is one of the most effective tools to reduce the 
cost of design, construction, operation and disposal of buildings and structures. A look at the life cycle 
of construction projects as a continuous process makes it possible at the stage of concept development 
and design to take the necessary decisions to improve the efficiency of their operation, and recycling. 
At the same time the use of BIM-technology in the design process significantly speeds, reduces the cost 
and improves the quality of design process itself, contributing to the avoidance of errors, collisions and 
making it easier to verify compliance with regulatory requirements [1-3,13]. 

Above applies primarily to construction projects, information model of which began to form in the 
early stages of the life cycle and “lived” with the object through all processes: the adjustment of design 
decisions, changes in design solutions in the construction, repair and overhaul, alterations, replacement 
of systems engineering equipment and so on. However, significantly improve the 

efficiency of existing buildings and structures is also possible through the creation of an information 
model of the object directly at the operation stage. 

Creation of such a model in the first place, increases the efficiency of repair work, in large building 
complexes allows administering maintenance service work taking into account the current state of the 
elements of buildings, optimize engineering systems equipment. 

An example of such an information model is implemented today in SEC MGSU. The model is based 
on three main blocks - architecture 3-d model, engineering simulation model systems and system of 
automated monitoring and control of engineering systems. 

4. Conclusion 

Merging into a single building information model allows these components to achieve the results 
described above and, in addition, harnessing simulation model of engineering systems, analyze the 
effectiveness of the use of new types of equipment before carrying out maintenance work associated 
with its replacement. Also, integration of a simulation model of engineering systems with a system of 
automated monitoring and control of engineering systems makes it possible to verify the modules of 
simulation model corresponding to the different types of equipment, including undergoing testing. 

Thus, for today in the Moscow State University of Civil Engineering building has created a unique 
scientific and practical platform for development and testing of advanced technologies for construction 
and housing. To date, close to completing work on the creation of an information model of the operated 
building, designed to ensure the transition to a new level of maintenance of building. 
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Abstract. Aiming at the problem of UAV dynamic modeling with high difficulty and poor 
timeliness, a UAV dynamic model based on Simulink/Aerosim rapid method is established in this 
paper. Based on the analysis of UAV system internal structure, using Simulink/Aerosim toolbox to build 
six degrees of freedom dynamic simulation model of unmanned aerial vehicle and the setting of relevant 
parameters and RTW environment configuration process is analyzed, finally, by analyzing the typical 
flight parameters of a certain type UAV in ideal environment and wind interference environment, the 
feasibility and validity of the method is illustrated.
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1. Introduction

In the process of establishing the dynamic model of UAV, timeliness is a factor that cannot be ignored. 
Therefore, it is of great practical value to study the rapid and effective method of UAV dynamic model. 
Foreign Rapid Prototype Technology has been applied to flight simulation experiments. For flight 
dynamics models in training simulators, the accuracy of modeling is not as accurate as a research-
based simulator, but is modeled difficulty and timeliness is the need to focus on solving the problem. 
Therefore, this paper proposes a rapid establishment method of UAV dynamic model based on 
Simulink / Aerosim for the problem of poor performance of training unmanned aerial vehicle, which 
provides technical support for the rapid establishment of aircraft system models in UAV simulation 
training systems [1-2].

2. UAV Dynamic Simulation Model Development Method Based 
on Simulink/Aerosim

2.1 Dynamic simulation model development

UAS internal structure is as shown in Fig.1.
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                                                          Figure.1  UAS internal structure

The system uses the Simulink / Aerosim toolbox provided by Unmanned Dynamics to build a 6-DOF 
unmanned aerial vehicle dynamic simulation model[3]. UAV module and the initial value of the process 
shown in Fig.2.

    

Figure.2  UAV module and its initial value set diagram

The relevant parameters that need to be configured in the modeling process include [4]:

① UAV parameter configuration file. Aerosim in this file default file name is template_cfg.m, this default 
file name to MY_UAV, in the command window to run the file MY_UAV can generate MY_UAV.mat 
file directly, as shown in Fig.3.

Figure.3  UAV parameter configuration file (.mat) generated schematic

② The center of gravity of the aircraft. The default aircraft center of gravity position can be considered 
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at the origin, for example: rAC =[0 0 0].

③ Aerodynamic parameters range. In order to ensure that the aerodynamic model output is within 
the linear range, the range of aerodynamics must be defined. The module used here is a module in the 
Aerosim toolbox. To ensure the reliability of the simulation, the module must be provided under linear 
conditions. Accepted range of parameters (usually small angle range), mainly including airspeed, angle 
of attack and side slip angle.

④ Aircraft related pneumatic parameters. Including the mean aerodynamic chord-MAC, the wing 
span-b and the wing area-S.

⑤ Used to calculate the relevant parameters of aerodynamic coefficient and aerodynamic moment 
coefficient. The aerodynamic coefficients include the drag coefficient, the pitch moment coefficient and 
the yaw moment coefficient. The drag coefficient includes the drag coefficient, the side force coefficient 
and the lift coefficient.

⑥ Propulsion system related parameters. The propeller mounting position rHub, the reference position 
relative to the origin, the propeller range Rprop, and the moment of inertia Jprop.

⑦ Engine parameters. For example: Engine speed vector RPM=[1500 2100 2800 3500 4500 5100 5500 
6000 6400], the pressure MAP=[60 70 80 90 92 94 96 98 100].

⑧ Characteristic height of the atmospheric data.

⑨ Aircraft inertia parameters and full-load moment of inertia when loading at full load, and so on, 
including the maximum load weight,

no-load center of gravity, full load center of gravity.

Through the related parameter setting and the parameter configuration file generation, we can carry out 
the development of the dynamic simulation model of the specific model.

2.2 RTW development environment configuration [5-9]

RTW as Matlab/Simulink expansion tool, it can be built by the user Simulink model to generate real-
time operating system running on the executable program Shorten the UAV simulation training system 
development cycle[8].The RTW program automatically creates the following four steps: 

1) Model analysis;

2) Target language compiler generates code;

3) Custom binding file generation;

4) Executable program generation.

RTW program creation is from the Simulink module analysis and establishment of the beginning, set 
the compiler environment, you can use the Tool ︱ Real-Time Workshop ︱ Build model menu to 
compile and connect the model, and ultimately generate executable files[9]. The parameter setting dialog 
box is shown in Fig.4.



International Journal of Advanced Network  Monitoring  and Controls            Volume 02 , No. 01 , 2017 

32

Figure.4  Parameter Settings dialog box

Click the „Browse“ option corresponding to the System target file in the parameter dialog box of Figure 
4; the real-time tool target selection dialog box shown in Fig.5 will be displayed. The desired target file 
type can be selected, Here for the rtwin.tlc, that is, Real-Time Windows Target type. 

Figure.5  Real-time tool target selection dialog box

3. Typical Examples

3.1 Dynamic simulation model of typical unmanned aerial vehicle based 
on Simulink/Aerosim

Modify the file named Config_template.m in the Sample folder under the Aerosim installation directory. 
You can set the UAV model for the specific aerodynamic layout required by the user by modifying 
the relevant parameter values in this file. UAV initialization needs to configure the relevant parameters 
include:

① Aircraft configuration file
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② Initial position

③ Initial velocities

④ Initial altitude

⑤ Initial angular rates

⑥ Initial fuel mass

⑦ Initial engine speed

⑧ Ground altitude

⑨ Sample time

Through the above parameters configuration file modification and flight simulation initial value settings, you 
can customize a specific model (that is, a specific pneumatic layout) of the UAV, and can set the initial value 
of the simulation operation.

3.2 Example simulation analysis

The structure model of the UAV flight simulation system shown in Fig.6 is constructed and simulated in 
Simulink/Aerosim environment for a certain type of unmanned aerial vehicle. The feasibility and effectiveness 
of the simulation system are illustrated by studying the typical parameters of the UAV (airspeed and 3 Euler 
angles) in the ideal environment (Wind[0 0 0]) and the wind disturbance environment (Wind[xyz]) The 
UAV parameter settings file name UAV.m, in the Matlab command window run this file UAV, and then you 
can generate UAV.mat file. The UAV.mat configuration file is filled in the parameter configuration file option 
in MY_UAV, then the parameters of the UAV will be set according to the parameters in the configuration file. 
The relevant parameters are set as follows:

1) UAV center of gravity range: rAC=[0 0 0].

2) Aerodynamic parameters Range: Airlift range VaBnd=[33 50] m / s, (aircraft flight speed range 120 ~ 
180km / h) Attack angle range=[- 0.1 0.5] rad, side slip angle range=0.5 0.5] rad.

3) UAV related pneumatic parameters: the average pneumatic chord length MAC = 0.54148m, wing 
expansion b = 7.5m, wing area S = 3.965m2.

4) Propeller installation position:rHub=[2.1875 0 0]m, propeller range Rprop=0.94m, propeller inertia 
moment Jprop=0.29264kg • m2.

5) take-off and no-load parameters: take the no-load the maximum quality mempty=240kg, full load 
maximum mass mgross=320kg, no load when the center of gravity Cgempty = [0.156 0 0.079] m, full load 
center of gravity Cggross=[0.159 0 0.090]m.Momentary moment of inertia Jempty=[0.7795 1.122 1.752 
0.1211] kg • m2, moment of inertia at full load Jgross= [0.8244 1.135 1.759 0.1204] kg·m2 
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Figure.6  UAV model structure diagram

According to Fig. 6 shows the UAV model structure set the initial parameters shown in table 2.

Table 1  UAV model initial parameter value setting

label initial value setting parameter value

1 Initial velocity 50m/s

2 Initial angle velocity [0 0 0]

3 Initial altitude 1000m

4 Initial position [pi/4 -0.677/pi 1000]
5 Initial fule mass 60.5kg

6 Initial engine speed 5596 r/m

7 Initial altitude 20m

8 Sample time 50ms

To enhance the stability of the control, airspeed, tilt angle added to the PID control loop. In Winds=[0 0 
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0] and Winds=[5 -3 0] in two flight environments,UAV typical parameters, namely, airspeed, tilt, pitch 
and The output value of the flight angle is shown in Fig.7 to Fig.10.

Set the airspeed initial value of 50 m/s, the stability value of 35m/s, it can be seen from Fig.7 that the velocity 
value of the UAV is gradually stabilized to 35m/s after 20s or so, with the ideal environment (Wind = [0 0 0]) 
and the wind disturbance environment Wind = [5 -3 0]). In the wind-disturbing environment, the velocity 
fluctuates above the steady value (35 m/s), which is closer to the actual airborne; It can be seen from Fig.8, 
after 20s or so, UAV tilt angle from -0.8 ° gradually become 0 ° , that is, unmanned aerial vehicles from the 
tilt state to the horizontal state; It can be seen from Fig.9, after 20s or so, the aircraft’s pitch angle stabilized 
to about 13 ° , that is, the aircraft is doing climbing movement; It can be seen from Fig.10, after 20s or so, the 
aircraft yaw stability 0 ° (ie 360 ° ) or so, that is, the plane is doing direct flight.

Figure.9  UAV pitching output in both flight environments

Figure.7  Airborne output of UAV in two flight environments

Figure.8  Unmanned aircraft tilt angle output in both flight environments
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The simulation results show that the output of UAV typical flight parameters can not only meet the 
demand of UAV dynamic modeling, but also improve the efficiency of the whole system. The method 
is based on the dynamic model of UAV To the unmanned aerial vehicle flight simulation system 
engineering has important application value.

4. Conclusion

In this paper, aiming at the actual modeling requirements of UAV dynamic model, a fast integration 
model of UAV simulation model based on Simulink/Aerosim is proposed. Based on the analysis of 
the internal structure of the UAV system, the relevant parameters and the development environment 
configuration method of the modeling process are analyzed, and the simulation analysis is carried out 
with a specific aerodynamic layout of the UAV as an example. This method can meet the demand of 
UAV dynamic modeling, and can effectively improve the development efficiency of the whole flight 
system, and has certain application value.
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Abstract. Aiming at the issues of random delay and delay uncertainty in both the before channel and 
feedback channel for network control system, the root causes of random delay influence closed-loop 
control system by case is analysis, and the predictive control method based on neural network to solve 
the feasibility of existence network random delay in control system closed-loop control has provided. 
Simulation results show that the method can reflect and predict the delay characteristics of between 
measurement data represents the network path, and can effectively substitute for the actual network 
in the design of closed-loop control system based on Internet to research; the method used fast and 
accurate can be used for online learning network model and forecast the network delay value, provides a 
new way to remote closed-loop control based on Internet.

Keywords: Model predictive control,  Network time-delay, Simulation, Networked remote control 
system, Closed-loop control. 

1. Introduction

Network control system based on Internet broke through the many limitations on control system 
based on field bus and become the new development direction of the network control system, stable, 
fast, and accurate still the ultimate goal of network control systems pursued [1]. Introduction network 
easy for the organization and deployment of the control system but the transmission delay and data 
drops inevitably exist in network communication, these will give control system adverse effects even 
cause instability. Therefore, in recent years, the network control system design and analysis has aroused 
widespread concern in both academia and industry. Literature [2] proposed a new method to improve 
the network latency problem. First, feedback information of the server sends the client is no longer 
the traditional image information while status information with the robot movement, contained less 
byte code. Secondly, on the server side, we set reasonable threshold for the parameters of the dynamic 
packet to effectively control the time of sending the packet. Only when any one parameter value in the 
packet exceeds its threshold, the dynamic information was only package and send to the client, data 
transmission in such networks is greatly reduced. These two aspects, due to reduce the data volume, 
network congestion reduced and delay and packet loss are greatly improved. Literature [3] describes 
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the network programs and topology of achieve the common CNC machine tools Internet access and 
remote monitoring by communication controller; given network transmission delay calculation by such 
a network structure; proposed the method to improve CNC machine tools real-time remote monitoring 
by establish data buffer in communication controller, use high-speed MCU and zero-copy technology, 
emergency data processing technology. Literature [4] simplified the block diagram of remote control 
system based on Internet, the former delay and feedback delay combined total delay so that the system 
only needs to design a compensator, the system design is simplified and uses the smith compensator 
to compensate control to improve system quality. To the uncertainty of network delay, use buffering 
techniques in the site control computer to convert the uncertain time delay into a fixed delay, even 
without network delay prediction can also to achieve better control effect. Literature [5] uses the hydraulic 
system as the controlled object; there are challenging researches on the remote control system in the 
Internet environment. The experimental results show that, when according to the principle of Smith 
compensator design dynamic compensation and appropriate delay prediction algorithm can make the 
Stability original system before not join the network latency links to restore stability after joining the 
network, so that the remote control of the mechanical movement using the Internet possible. However, 
due to the uncertainty delay in network transmission links and the data use policies of sampling 
information processor the control signal distortion after the transmission so that the system steady state 
error.    

See from the current study, analysis and design network controller gradually development by a single 
variable to multivariate, determine to random, classical control theory to intelligent control theory and 
advanced control algorithm. But this is only the beginning, so far does not have a systematic approach 
for analysis, modeling, design whole network control system, and the architecture of the network control 
system continues to change, the current method is largely concentrated in the condition of network 
delay is no more than one sampling period, and other cases have yet to be depth.

Self-learning and adaptive capacity of neural network made the neural network model predictive control 
applications and research gaining increasing attention in the control system, and the prediction control 
based on neural network has strong robustness can adapt to the changing of system status and network 
latency links. This paper applied the neural network model predictive control to the network closed-
loop system to reduce the impact of random delay to the system, and verified validity of the method by 
simulation, the method is an effective way to solve the network latency closed-loop control.

2. Network Control Research Background Based on Internet

In order to study the impact of network latency on the remote closed-loop control system, set up remote 
motor control system platform based on Internet , a brushless DC motor as charged object, developed 
DSP as core and motor drive modules with serial communication functions which directly connected 
the server serial port in order to facilitate the research on motor network control technology and 
control network functions embedded in the information networks, for the development of the control 
network search a more portable way, that is though the method of control functions embedded in the 
information network to build control information network. Remote motor control based on Internet 
shown in Fig. 1, this paper used a DSP controller as inner ring, PC server as outer ring dual-loop control 
structure. The inner ring composed by DSP to complete real-time, general motor closed-loop control; 
the outer ring of PC server as core to complete the remote closed-loop control. Such a structure ensured 
more reliable and efficient control effect under the condition of network delay. 
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This double-loop control system based on improve the performance of the remote controller can 
achieve safe, reliable and real-time closed-loop control under the conditions of network latency. The 
inner ring of DSP controller as core complete conventional closed-loop controls of the brushless DC 
motor, such as complete the speed closed-loop control of brushless DC motor based on DSP. The 
outer ring constituted by the client-server, DSP controller and brushless DC motor to complete the 
macroscopic closed-loop control of the client. For example, the client issued the directive forward 2cm 
and server sent the directive to the DSP controller, the DSP controller on their own to complete the 
instruction and maintain communication with the client. During the directive implementation, even if 
it is disconnected from the network, the DSP controller also on their own to complete the control task 
regardless of the impact of network performance.  

3. The Impact of Network Transmission Delay on the System 
Real-Time

The remote control of such a complex computer network based on Internet, information transmission 
and processing on the network takes time, the sender and receiver of information can be viewed as a 
network transmission delay, the transmission delay existence made network real-time restrict, which 
is response time determined by the inherent properties of the network system and is inevitable. The 
presence of network delay and its uncertainty is not conducive to achieve closed-loop control based 
on network, because in such a system, the network transmission delay not only appears in the before 
control channel the system, but also appear in the information feedback channel shown in Fig. 1. The 
delay in the feedback channel makes the controller can not found the controlled variable changes; the 
delay in the before channel makes the control signal unable to work on the controlled object. These 
factors not only affect the system dynamic quality, but also affect the system stability.

Figure.1  NetworkRemote Control Systems

The closed loop transfer function of network closed-loop control system can be drawn from Fig. 1:

                                                                                                                                       (1)

The characteristic equation is:

=0                                                                                                                                              (2)

Visible, characteristic equation of transfer function of closed-loop control system with the network 
transmission delay links is a transcendental function of complex variable s, the root of the characteristic 
equation is no longer finitely but an unlimited number. This is also an important feature of time-delay 
systems, from the point of information transmission; network delay closed-loop system is a time-delay 
systems of transmission delay included in the forward channel and feedback channel on the time. Delays 
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caused a negative effect for most of the linear control system and the system changes from stable to 
unstable. Visible the presence of network delay links not only affect the dynamic quality, but also affect 
the system stability. Therefore, analysis the time-delay system stability and controller design is a very 
difficult subject.

4. The Root Causes Research on the Impact of Network 
Transmission Delay Links on the Closed-Loop Control Systems

In order to study the impact of network delay on the closed-loop control system, the typical second-
order system in a remote control, a simple single-link robot arm as control objects to study the network 
closed-loop control problems. The system dynamics equation [6]:

                                                                                                                                                                                            (3)

Among them, φ represent the angle of robot arm; µ represent the behalf of DC motor torque. The 
simulink block diagram of mechanical arm can draw on the type shown in Fig. 2

Figure.2  Simulink Block Diagram of Mechanical Arm

According to actual situation of the network closed-loop control let a delay link connected between the 
system controller and the controlled object, another delay link connected to the feedback channel. In 
the network control system, the forward channel and feedback channel is generally the same physical 
link, and sent in both directions at the same time, that these two values of delay links ​​are the same, so 
this paper set the two delay value in delay link set to the same to study. First, delay time in the delay 
links adjust to 0, that is not including delay link, repeatedly adjust the PID parameters to obtain the 
satisfied response curve. Then, keeping the PID parameters unchanged, increase the network delay value 
gradually starting from 0.02 seconds obtain the response curve shown in Fig. 3, seen from Fig. 3 with 
network delay value increasing, the system performance gradually deteriorate, when the delay increased 
to 0.05 seconds the system become the oscillating system, continue to increase delay to 0.06 seconds 
system response divergence, that is the system becomes unstable.  

Realing the PID parameters of the of increase 0.06 seconds delay link instability control system obtain 
the response curve shown in Fig. 3 (d). Visible, by adjusting the controller parameters really can 
make the original unstable closed-loop control systems becomes stable and meet the remote closed-
loop control requirements of system which not high request about fast like robot arm. System control 
parameter adjustment is a bit trickier, as the delay size and system parameters change constantly adjusted 
to limit its scope of application, especially not for interstellar adventure, the work environment unknown 
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controlled object, therefore, intelligent control links with adaptive require introduction.

The manipulator control system in Figure 3 as for example analysis, assume that the sampling period 
of 0.05 seconds in Figure 3, set the delay value to 0.05s, the control information in time k transmitted 
to the controller after 0.05s, as opposed to the system sampling time 0.05s, the controller receives status 
information at the moment of k has pass a sampling point, the state of the system has become the state in 
time k +1, that is state of the k time fed back to the PID controller at

                                 

(a) response after adding 0.02 seconds time delay          (b) response after adding 0.05 seconds time delay

(c) response after adding 0.06 seconds time delay            (d) response after regulate PID parameters at              

                                                                                                               0.06seconds time delay                                                                                                             

Figure.3  response after increase network latency

time k +1, the PID controller for time k, the state at time k+1 has not yet come, but this time system 
status values at k-1 after a sample time delay before it is passed controller, therefore, the controller can 
only decision at time k should be imposed control value u (k) based on the state of the k-1 times, and 
this control value can be a real work on the system after a time delay, while at the time k +1 and the state 
of the system has been turned into a time k+1 the state of X(k+1), while u (k) produce at the state time 
k-1, so u (k-1)grieved and u (k +1) required difference two sampling cycles. In these two sampling cycle, 
the state of the system state transition, that is x (k-1) transfer to the x (k+1), x (k-1) and x (k+1) often 
is different lead to u (k-1) and u (k +1) is different. In other word, the system control value produced 
offset and the greater delay the greater offset, which is the root source of result in deterioration of the 
system closed-loop control performance and even instability.  
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The above analysis shows that the system performance deterioration caused by the remote network delay 
because of can not correctly calculate the amount of control exerted by the controller to the system ,if 
the system model is known and the size of delay is known, then forecast the state of system in accordance 
with the principle of the system predict compensation, and calculate the size of control value need to be 
added the control system in accordance with the predicted state, that is time k applications to predict the 

state χ
∧

 (k+1) at time k+1 yet not the state of x(k-1) at time  k-1 calculation to be applied to the system 

state at time k, then the control value u (k +1) at actual time k +1, the u (k +1) after a delay transmission 
in the time k +1 transfer to the system just after a sampling period, the state of the system change into x 
(k +1) ,

So, if the predicted state χ
∧

 (k+1) is infinitely close to the actual state x (k +1), the performance of 

control network delay closed-loop control system can be infinitely close the performance of the 
closed-loop control system without delay links, which is the basic idea of the ​​predictive control model. 
However, the delay of the control network is time-varying and controlled objects are often immediately 
confounding factors, it is can not use an inconvenience model to predict the state of system and can not 
use a specific delay time to do the fixed step predictive control, neural network has the advantages of 
online learning the state of the system, predictive control based on neural network has strong robustness 
to be adaptive to the change of system status and network delay aspects ,it is a way to solve the network 
latency closed-loop control. 

5. Model Predictive Control

Model predictive control is according to the running state of the system over the past time and present 
moment, more accurate forecasting system desired output value in the future moment, calculated 
control value of the system should be added according to output value desired depending on certain 
optimization algorithm adaptive computer control of online solving control value [7-10]. Visible, model 
predictive control algorithm is an adaptive control method based on the future state of controlled object 
or dynamic predictive value of output and online solving current control [8-13]. Model predictive control 
is a newer computer control algorithm developed in the late 1970s; the algorithm actually encompasses 
three steps: prediction model, rolling optimization and feedback correction [9-16].  

5.1 Prediction Model

For a module description of the alleged object behavior in the predictive control based on neural 
network belong to forward model of system, there use the training methods as shown in Fig.4, where 
dashed box picture shows the actual controlled object, here is the simulink block diagram of the robotic 
arm, at random input signal u to produce output y. Selected BP neural network with one hidden 
layer as training model of a controlled object , set the number of hidden layer neurons is 10, using the 
Levenberg-Marquartdt learning rules, with the group [u, y] data training neural network model of the 
charged object, the results shown in Fig.5, where Fig.5 (a) is the data used for training,  Fig. 5 (b) is 
convergence diagram for training.
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Figure.4  Neural Network Training Block Diagram of the Manipulator

5.2 Rolling Optimization

Rolling optimization is an optimal control algorithm, which uses the output of the rolling finite domain 
optimization that is the goal of optimization over time. Predictive control proposes optimization index 
based on the moment in every time instead of using global optimization indexes. Rolling optimization 
index locality through make it can only get the global optimal solution in the ideal case, but when the 
model mismatch or time-varying and non-linear or confounding factors can take into account this 
uncertainty in a timely manner compensate, reducing the deviation, keeping the actual optimal control 
,and it is also easy to use input/output value of finite difference time domain to identify rapidly the state 
of controlled object so as to implement the online adjustment to the control law and need for repeated 
optimization .

 

              

                                                        (a)                                                                (b)

Figure.5  Neural Network Model Training Results of Manipulator

Optimization algorithm in this article also uses neural network to achieve, set the time-domain involved 
in the optimization value of 2, using the BP network neural of hidden layer neuron number 7, the 
same learning rule Levenberg-Marquartdt do the online training to achieve the control signal to the 
continuous optimization. Training block diagram is shown in the dashed box in Fig.4. Neural network 
optimization device in accordance with a given input signal u produce predictable output u1, u1 is 
imposed to the neural network model of the controlled object to produce predictable output y1, y1 
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compare with the desired output u of the system, and both the difference to train the neural network 
optimization. Then, the output u2 of the e2 enough litter as the actual amount of control applied to 
the actual controlled object. Visible, the optimizer in the regulation system is the inverse model of the 
charged object. Y1 can also be compared with actual output y2, and the error e1 and the actual input u2 
of charged object, output y2 as the data of training charged object neural network model.

5.3 Feedback Correction

Feedback correction is forecast control to keep the dynamic correction forecasting model to ensure 
that the prediction model with infinitely close to the actual controlled object, and make optimization 
algorithm establish on the basis of the correct prediction of the system state then the new optimization. 
Error e1 is the amendment process of the neural network model of the controlled object. Neural network 
prediction model is built on the basis of the past run data in system, the new operating environment and 
the actual system has the nonlinear, time-varying, interference and other factors make prediction model 
based on neural networks need to constantly learn to modify their weights and even structure to ensure 
that it can well represent the actual controlled object to a control signal prediction.

6. Simulation Analyses

Build the Simulation block diagram shown in Fig. 6 under robotic arm Smulink environment, network 
training based on neural network predictive control by the steps in Fig. 4-Fig. 5, and at the role of the 
same random input signal gradually adjust the value of delay to simulation. The results in Fig.7. show 
that the prediction control based on neural network has a good control performance to the fixed delay 
network. Further used random delay module shown in Fig. 8 (a) instead of fixed delay module in Fig.6 
immediately delay module for delay characteristics of input shown in Fig. 8(b), where In.mat file stored 
random input signal in Fig. 6. There are used random input signal stored in this file in order to compare 
the simulation results in the simulation. Finally, simulation under the random delay conditions and 
results shows in Fig.8(c). Whether a fixed delay or random delay neural network predictive controller 
can satisfy the closed-loop control requirements in the network delay conditions.

Figure.6  Simulation of Network Closed-Loop Control System based on Predictive Neural
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                   Figure.7  Predictive Control Random Responses Curve based on Neural Network

(a)fixed delay module figure

                     

              (b) Delay Curve under Random Delay                     (c)Response Curve under Random Delay

Figure.8  Responses under Random Delay

7. Conclusion

This article discusses the difficulties of remote closed-loop control, that is the difficulty different from the 
general control system lies in the uncertain network delay exist in system channel and feedback channel 
and which greatly reduced the system stability and improved control system design difficulty. This paper 
described problems on the network closed-loop control from uncertain network delay to includes 
network delay controller design method, and studied the impact of network transmission delay on the 

      (a)Response of delay 0.06s  (b)Response of delay 0.5s
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network closed-loop control system, proposed by predictive control based on neural network to solve 
feasibility of the network control system which existence random delay closed-loop control, and verified 
the validity of the method by simulation.
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Abstract. For solving the problems of modern intelligence algorithms such as slow convergence 
and low precision, a new algorithm based on bionics principle has been proposed which is inspired 
by the foraging behavior of seven-spot ladybirds in the nature. By analyzing the bionic principle 
of Seven-spot ladybird Optimization(SLO), we simulate the region search pattern of predation of 
seven-spot ladybirds ,combining fast extensive search with careful and slow intensive search of the 
ladybirds,meanwhile we use three kinds of evaluation information to evaluate the solutions one by one 
,then the exploration and local approximation in the SLO are balanced. Next,in this paper we analyze 
the SLO theoretically by mathematics, presenting its specific process and proving the feasibility of SLO. 
The results based on a set of widely used benchmark functions show that Seven-spot ladybird can 
converge fast and yield distributed solutions with higher precision. 

Keywords: bionics principle,Seven-spot Ladybird Optimization,region search pattern,feasibility 
analysis ,function optimization

1. Introduction

In the mid-1950s, people founded bionics inspired by the mechanism of biological evolution, and 
explored a class of heuristic algorithmwhich called intelligent bionic algorithmwith the help of bionic 
principles.The basic idea of this algorithm is derived from a natural phenomenon or a biological 
behavior of the simulation.In the existing bionics algorithms, the literature [1] proposed a particle swarm 
optimization algorithm by simulating the foraging behavior of the birds in the nature(Particle Swarm 
Optimization, PSO); In the literature [2] , Artificial Bee Colony (ABC) is proposed by simulating the 
breeding of bees and taking honey. In [3] , the Harmony Search (HS) algorithm is proposed by simulating 
the principle of a musical performance.There are also some algorithms proposed by some scholarsbased 
on some animal habits boldlysuch as Chicken Swarm Optimization [4] , Cockroach Swarm Optimization 
[5] and Mosquito Host-Seeking algorithm [6].Compared with the traditional optimization algorithms, this 
kind of algorithms does not rely on the nature of the objective function and the limitation of the search 
space which is easy to realize by programming. Moreover,it is suitable for solving nonlinear problems 
that traditional methods can not solve and have been widely used in engineering [7-8] . When dealing with 
the complex problems with multi-dimensions and high-peaks, some of the bionics algorithms usually 
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have a number of problems such as easy to fall into local optimum, poor solution quality and premature 
convergence and so on .

In this paper, a new intelligent algorithm named Seven-spot Ladybird Optimization (SLO) is proposed 
based on the predation habit of seven-spot ladybirds. This algorithm makes full use of the group 
wisdom of the ladybirds. Moreover , the SLO uses a wide area search method with fast positioning when 
ladybrids are looking for prey and a slow circuitous local search method when ladybirds have found 
preies .The two methods are combined in order to enhance the search ability and convergence of the 
SLO.The validity of the algorithm is analyzed by using testing functions.

2. Bionic Principles of the SLO

In the process of searching for preies also known as aphids, the predation method of seven-spots 
ladybirds has a great breadth and depth, while they often use their visual and olfactory cues to locate 
prey. To find prey, this kind of insects often turns its head to the left and right alternately,rarely crawling 
in line and its motion trajectory is staggered. The above-mentioned behavior is called wide-area search. 
Once preying on their aphids, the ladybirds will reduce search speed while in order to enhance the 
efficiency of the search,they will increase detour of the route that is around the prey. This behavior is 
called a geographically centralized search, also known as local search[9].If the predation rate in a certain 
region is lower than a threshold value or the time between two predation intervals exceeds the giving-
up time, the ladybirds will move themselves from the local search to the wide-area search, flying away 
to a new area, this process is called migration. The giving-up time is defined as the longest time that the 
ladybids can wait for after the last time predation to leave the area [10].The specific predation process of 
the ladybirds is shown in Fig1. As the aphids are distributed in groups and they almost have no ability to 
escape, so behaviors of seven-spot ladybirds which combine local with wide-search method can greatly 
improve the predation efficiency.

Figure.1  A predation process of Seven-spots ladybirds

Seven-spot Ladybird Optimization is a kind of intelligent optimization algorithm which is constructed 
by simulating the predation behavior of seven-spot ladybirds, where the specific bionic principle 
is: seven-spot ladybirds are simulated as feasible solutions in search space; the search method of the 
partition search mechanism with the combination of local and wide area in the predation process of 
the ladybirds is simulated into the search process of the algorithm; the location of the ladybirds during 
foraging is simulated as the objective function of solving  the problem; the ladybirds individual survival 
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of the fittest in the nature is simulated into a process of a better solution instead of poor solution in the 
algorithm, so as to achieve the purpose of searching for optimal solution from space.

3. Seven-Spot Ladybird Optimization Algorithm

3.1 Specific introduction of SLO algorithm

Searching optimization of the algorithm is composed of two methods: local search method and wide 
area search methods while each search space is divided into sub-spaces at the beginning of the search;the 

ladybirds are always close to the global optimal solution noted as bestg in the solution space and each 

ladybird will produce its own optimal solution noted as bestp in the search process at the same time; 
since the search space is divided into several subspaces, each subspace will produce a subspace historical 
optimal solution noted as bestl  when the subspace is searched by the ladybird. Through the comparison 

of its current position noted as present 、 bestl 、 bestp  and bestg  , the individual updates the next step 

and finally achieves the purpose of optimization.

For a ladybird in a D-dimensional space, suppose t represents number of current iterations, position of 

the ladybird is marked as 1 2 3, , , ,t t t t t
i i i i iDX X X X X= （） ; its speed is marked as 1 2 3, , , ,i i i i iDV V V V V= （）  

.The updating formula of the location for ladybird i is,

( 1) ( ) ( )i i iX t X t V t+ = +                                                                                                                                                    (1)

Where, ( )iV t  represents the current speed, ( )iX t  represents the current position.

The search methods are divided into local search and wide area search, if the ladybird made a wide 
area search before, then it will make a local search in this cycle.When the local search is completed, the 
ladybird will convert itself into a wide area search, so the updating formula of the ladyird in the local 
search speed is,
                                                                                                                                                                                            (2)

The updating formula of the ladyird in the wide area search speed is,

( ) 2 2( ( ) ( ))i i iV t c r lbest t X t ε= × × − +                                                                                                                             (3)

Where, 1 2r r、  are random numbers in the [0,1] which obey the uniform distribution so as to increase the 

randomness of the search; c  is a learning coefficient so as to adjust the step length and direction; 1 2ε ε、  
are two relatively small random numbers.

If the position has not been improved after a certain cycle, a new solution is substituted for the position 
near the global optimal solution according to Eq. 4.

, ,'i j gbest jx x φω= +                                                                                                                                                        (4)

Where, ω  is the neighborhood of the global optimal solution bestg , φ is a correction value which is the 

random number of the interval [-1,1].

The basic flow of the SLO is shown in Fig.2.   

( ) 1 1( ( ) ( ))i i iV t c r pbest t X t ε= × × − +
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3.2 The feasibility analysis of SLO algorithm

In order to analyze feasibility and observe the optimal effect of the algorithm intuitively, this paper 
selected Rastrigin  function to compare its position at the initial and the end after 500 cycles in 
2-dimensions where the specific operating principle is: the initial individual position of the algorithm 
marked as 1 2 3, , , ,t t t t t

i i i i iDX X X X X= （） is a random number between [0,1]. As the number of iterations 
increases, the individual positions in the population move in the direction of the optimization of the 
function values according to the SLO steps. The results of the comparison are shown in Figure 4 where 4 
(a) and 4(b) show the initial and final positions respectively of the individual of each search space.

Figure.2  Flow chart of the SLO



Seven-spot Ladybird Optimization Algorithm Based on Bionics Principle

53

        (a)Initial distribution of individual positions           (b) Final distribution of individual positions

Figure.3  Comparison of the operation results of SLO

It can be seen from Fig.3 that the individual distribution of the search space at the initial time of the 
optimization is a mess,while it obeys some rules:seven-spot   ladybirds are clustered,individuals are 
closely linked but they are not in collision,which indicates that the algorithm is parallel and easy to share 
with the population information.Since the test function has a global optrimal value of 0 near( 0,0, ,0

),the vast majority of members of the ladybirds are distributed near (0,0) as the algorithm stops which 
indicates the feasibility of the SLO.

4. Simulation Experiment and Analysis

Six typical testing functions as shown in Table 1 are used to analyze the performance of SLO while 
compared with PSO, ABC and HS , the basic parameters those algorithms used are set as shown in Table 
2. The simulation platform is Windows XP, and the simulation software is Matlab2014 (a).

Table 1  Typical testing functions

Name Expression Type Range Minimum

Griewank Multi-modal [-600,600] 0
21

( ) ( ) cos( ) 11 1 14000

nn xif x xii i i
∑ ∏= − +
= =

Ackley
1 120.2 cos(2 )

1 1( ) 20 202

n n
x xi in ni if x e e e

π− ∑ ∑
= == − − + +

Multi-modal [-32,32] 0
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Rastrigin Multi-modal [-10,10] 0

Salomon 2 2( ) cos 2 0.1 14 1 1

n n
f x x xi ii i

π ∑ ∑= − + +
= =

Multi-modal [-5,5] 0

'Schwefel s
( )5 1 1

nn
f x x xi ii i

∑ ∏= +
= = unimodal [-10,10] 0

Sphere
2

( )6 1

n
f x xii

∑=
= unimodal [-100,100] 0

Table 2  Testing parameters of each algorithm

Algorithm PopulationSize(N) Maxium Iterations (M) Dimension(D)

SLO 25 500

D=10;30;50

PSO 50 500

ABC 50 500

HS 50 500

To fully reflect the performance of the algorithm, four algorithms are run for 30 times in D=10, 30, 50. 
And the indices of mean value, optimal value and variance of the algorithm are used to evaluate the 
optimization properties of the algorithm. The simulation results are shown in table 3-5. In order to 
observe the convergence of SLO algorithm intuitively, figure 4 shows fitness evolution curves obtained 
on 6 functions in D =50 that tested by four algorithms to optimize,where the number of iterations is set 
to the abscissa, the fitness value (base – 10 logarithm ) is set to the ordinate.

Table 3  Simulation testing results in 10-D

Name Dimensio Indice SLO PSO HS ABC

Best 2.1440e-9 5.2795e-2 3.0476e-3 4.6420e-5

Mean 1.6659e-3 8.2021e-3 2.9927e-2 4.3921e-3

Std 4.3248e-4 3.2789e-4 2.2576e-3 3.9486e-3

Best -5.3363e-3 7.8205e-1 1.9480e-1 9.5212e-1

Mean 2.2968e-2 9.5397e-1 8.4129e-1 9.5234e-1

Std 2.5353e-2 9.9953e-2 7.8991e-1 1.7728e-4

2f

1f

2( ) 10 cos(2 ) 103
1

n
f x x x

i ii
π∑= − +

=

10

10
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Best 1.0106e-6 7.6108 3.5556 1.4492e-8

Mean 6.3989e-2 9.1032 1.4079e+1 1.4255

Std 3.0174e+1 3.8023e+1 2.5889e+2 9.3210e+3

Best 1.0610e-5 1.4987e-1 1.7989e-1 1.9042e-2

Mean 2.8664e-3 1.5268e-1 1.8293e-1 4.5964e-2

Std 5.8336e-4 2.9980e-4 1.0474e-3 4.8746e-2

Best 1.0513e-8 5.4643e-2 2.1235e-2 4.5642e-4

Mean 1.1560e-2 7.9289e-2 2.3097e-1 1.0244e-2

Std 1.9061e-2 1.8648e-2 1.7274e-1 2.1923e-2

Best 1.1317e-8 3.3975e-2 1.8063e-2 1.0975e-14

Mean 1.7325e-2 6.4460e-2 2.6815e-1 5.2047e-2

Std 4.2551e-2 4.2218e-2 2.1377e-1 6.1868
Table 4  Simulation testing results in 30-D

Name Dimensio Indice SLO PSO HS ABC

30
Best 3.2145e-9 5.1580e-2 2.5236e-2 8.3693e-4

Mean 3.0745e-3 5.7688e-3 9.8092e-2 1.9574e-2

Std 1.2382e-4 1.2240e-3 5.6659e-3 1.0006e-1

30
Best -5.2700e-3 1.3903 5.1606e-1 9.5212e-1

Mean 3.0349e-2 1.4547 1.2872e-1 9.5239e-1

Std 1.1078e-1 8.0031e-2 8.0880e-1 1.2064e-4

30
Best 1.2925e-6 1.3288e+2 4.4681e+1 4.1044e-1

Mean 2.2453e-3 1.3780e+2 9.6527e+1 6.1215e+1

Std 4.4413e+2 3.0818e+2 3.2336e+3 2.6165e+6

30
Best 2.6855e-5 3.0987e-1 2.9991e-1 1.3817e-1

Mean 4.9253e-3 3.1226e-1 3.0286e-1 2.4424e-2

Std 1.5897e-3 3.5566e-4 8.9552e-4 7.5598e-1

30
Best 6.3100e-8 1.2141 7.9248e-1 2.2403e-2

Mean 5.2142e-2 1.3213 1.8964 1.0684e-1

Std 3.3865e-1 3.2974e-1 1.8693 3.6342e-1

30
Best 6.5532e-8 1.4428 8.4510e-1 2.5147e-7

Mean 9.6317e-2 1.5879 2.1980 3.9218e-1

Std 1.1237 8.0026e-1 2.7285 1.6467e+2

1f

2f

3f

4f

5f

6f

3f

4f

5f

6f

10

10

10

10
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Table 5  Simulation testing results in50-D

Name Dimension Indice SLO PSO HS ABC

50
Best 4.2234e-9 1.0877e-1 7.2478e-2 8.6653e-4

Mean 3.3346e-3 1.1647e-1 1.4481e-1 1.4424e-2
Std 1.7208e-3 1.6674e-3 6.6099e-3 6.3858e-3

50
Best -5.2503e-3 2.3162 1.7489 1.2566e-1

Mean 3.0943e-2 2.3602 2.4828 1.7553e-1
Std 1.2542e-2 4.1347e-2 2.9499e-1 2.9604e-1

50
Best 1.6812e-5 2.8364e+2 1.1483e-2 4.7141

Mean 2.5915e-1 2.8867e+2 2.1223e-2 1.2258e+1
Std 4.2107e+2 3.8855e+2 9.0867e-3 4.2271e+3

50
Best 4.0342e-5 3.7987e-1 3.9133e-1 1.6191e-1

Mean 5.4999e-3 3.8255e-1 3.9196e-1 1.6731e-1
Std 2.8011e-3 4.8918e-4 2.8373e-4 3.0765e-2

50
Best 1.3577e-7 2.9843 2.5168 1.2382e-1

Mean 1.0479e-1 3.6012 4.7555 1.6924e-1
Std 1.3230 1.2198 5.7054 3.6047e-1

50
1.3321e-7 3.3803 2.7070 4.6932e-2

1.7205e-1 3.6575 5.3044       3.7246
    2.2524e+33.8914 2.6320 9.2624

                           

                                    

                                                                   
 (b) Ackley function (a)Griewank function  

   (c) Rastrigin function   (d) Salomon function

6f

3f

4f

5f

2f

1f

Mean
Std

Best
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                                (e)  Schwefel’s function                                     (f)  Sphere function

Figure.4.  Optimization iterative curves of test functions of the SLO

The optimal value marked as Best, mean value marked as Mean in table 3 ~ 5 can reflect the 
convergence precision and optimization ability of the algorithm while variance marked as  Std  which 
can reflect the stability of the algorithm.From table 3 we can see that SLO is better than the other three 
algorithms for functions  f1 , f2 , f4 , f5  in low-dimension (D = 10).Especially, the accuracy of SLO is more 
than e-9 for multi-modal function  f1 . Although accuracy of the SLO is not as high as that of ABC in 
terms of  f3 

 and  f6
  , stability of the SLO is much higher than the latter and SLO also performed well. As 

the dimension increases, the search space becomes more complex, and it is more challenging referred 
to the search ability of algorithm.When the dimension increases to 30 and 50, the optimal accuracy and 
mean optimal value of SLO are better than the other three algorithms for all functions as shown in table 
4~5 . It is worth noting that convergence accuracy of  f1、f5、f6  in the SLO is more than e-7 which is 
obviously better than that of the other three algorithms.

The optimization iteration curves of the testing functions can directly reflect the convergence speed 
and accuracy of the algorithm. It can be seen from fig. 4 that SLO has high convergence speed and 
high precision for the functions  f4  and  f6  , which shows that SLO has good searching ability;SLO can 
smoothly pass through a large number of local optimal points in  f1  and  f3  ; SLO can cross the traps of 
local optimal almost effortlessly in  f2  and  f5  . All of the above can show that SLO is not easy to fall into 
local optimum.Generally, the convergence performance of SLO is better than that of PSO 、HS and 
ABC under the same number of iterations.

5. Conclusions

As to the problems of falling into local optimum and low solution precision in exsiting algorithms, this 
paper proposed a new bionic algorithm by simulating the predatory process of seven-spot ladybirds. 
The SLO makes full use of the characteristics of the partition search mechanism and combination of 
the local and wide area search of the ladybirds when searching for preies which achieves a good balance 
between global exploration and local exploitation. Compared with the three representative biomimetic 
intelligent algorithms, the results show that the SLO has good convergence precision ,high stability and 
fast convergence speed in dealing with low - dimensional and high - dimensional problems.
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Abstract. In the practice of product design, the efficient control of complexity has increasingly 
gained importance. The Dependency Structure Matrix (DSM) has proved to be a useful tool for 
analysing system structure and managing structural complexity. In order to provide a deep insight 
of system structure in designing Verilog HDL source code artefacts for digital system designers and 
project managers, the paper proposes a DSM modelling method based on the characteristics of the 
digital system structural modelling with Verilog and the component dependencies relationship. A DSM 
modelling example is presented. Result shows that with the DSM model, the source code artefacts can be 
efficiently analyzed. 

Keywords: design structure matrix, modeling, Verilog HDL, digital design

1. Introduction

Verilog-HDL can be used to model and design a digital system in a form of software programming. 
How to manage the complexity of source code artefacts is an issue for digital designers. Structural 
considerations are an established approach to manage complexity [1,2]. A digital system can be 
decomposed into many sub-systems or modules. Relationships between these modules exist. So system 
analysis is needed.

The DSM[3,4] is a square matrix to identify the dependencies or relationships between components of a 
system. Components of a system can be parts in a product, tasks of a project, and departments within an 
organization to be modelled. An n×n DSM has n elements with identical row and column labels and 
each entry of the DSM represents a particular kind of relationship, such as information flow, force flow, 
and so on.

In the example DSM in Fig. 1, elements are represented by the shaded elements along the diagonal. An 
off-diagonal mark signifies the dependency of one element on another. If element clk sends information 
to or influences the behaviour of element M2, then the (Row clk, ColumnM2) entry of the DSM 
contains a mark. Of course, we can also use the binary relations 1 and 0 to represent the relationships 
between DSM elements. Furthermore, other numerical values can present more detailed information, 
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such as the assessment of importance, rework probabilities, impact of changes, probability of changes, 
etc.[5]. When a DSM is modelled, it is usually analyzed with clustering algorithms or other algorithms. 
Through DSMs, valuable insights from the system structure can be derived after examining the 
interactions within and among the subsystems. 

The DSM has been used in many fields, including the software field [5-9]; however, no paper is found 
to use Dependency Structure Matrices (DSMs) for digital design using Verilog. This paper attempts 
to introduce the DSM to this field. The focus of the paper is how to model DSMs for Verilog HDL 
programs from a structural viewpoint without considering technical constraints. A simple analysis of 
system structure using DSMs is illustrated.

The rest of this paper is structured as follows. Section 2 reviews digital design using Verilog. Section 3 
sets up some rules to model the DSM. Section 4 presents an example model. Finally, the paper proposes 
a conclusion.

Figure.1  Example DSM

2. Structural Modelling Using Verilog HDL

Digital circuits are composed of interconnected components, such as logic gates and triggers. In most 
cases of the digital designs, models are used to express the digital circuits and the design work is done 
using CAD tools. The design using Verilog HDL embodies hierarchical and modular methodology. At 
every level of a hierarchical design, the efforts focus on the related level, and details of lower hierarchical 
levels are hidden, thus facilitating the complex design. This methodology helps to reuse the available 
modules or purchase IP modules. Furthermore, this hierarchical composition makes functional 
verification easier.

A structural model is composed of 3 kinds of object instances [11]: 1) built-in primitives(and, or, xor, 
etc); 2) user defined primitives (UDP, such as mux4); and 3) designed modules.

Instantiation refers to the formation of a high-level Verilog module by connecting low-level logic 
primitives or modules. The instantiated object is called as instance. The structural modelling process is 
done using instantiation.

A module is a basic unit in Verilog HDL. It describes the function of a logic entity. The function of a 
module can be described separately, or through other instances of other modules. That is, a structural 
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module can include behaviour statements (such as always), continuous assignment statements (assign), 
build-in primitives, UDPs and other modules, or a combination of these objects. In this sense, a module 
describes a structure and behaviour of a hardware block in the form of software. A module includes 
ports as interfaces to exchange information with external environment. From a systematic and structural 
viewpoint, ports of a module can stand for this module.

3. DSM Modelling for Digital Designs Using Verilog

For a digital system design using Verilog, the source code is a kind of design artefacts. Components of 
this artefact can be module instances described above or other objects of interest, such as reg variables, 
wire variables, or always blocks. These components can be considered as elements of a DSM and 
relationships between these elements are defined by signal interaction or logical dependency.

The DSM modelling procedure consists of three major steps:

Step 1:  choose components of digital system according to the hierarchy level.

Step 2:  represent these components in a DSM. For a Verilog module instance, its port signal set stands 
for the module itself as a “macro” DSM element; for a block, a set of variables interacting with the 
outside of the block represent the block itself as a DSM element; a variable can be directly placed in the 
DSM.

Step 3: build up relationships between these elements in the DSM. These relationships depend on 
interface signal interactions or logical dependencies.For example, a variable on the left-hand side of an 
assignment statement depends on variables on the right-hand side. 

4. Example

Fig. 2 shows a portion of FPGA-based functions of a certain control card. There are several instantiated 
modules:

1)   SDAC

M1(.StartDAC(StartSDAC), .DAC_Addr(SDAC_addr), .DAC_Data(SDAC_data), .DAC_
Clk(clk_20M), .DAC_SCK(SDAC_sclk), .DAC_SDO(SDAC_sdo), 

.DAC_CSn(SDAC_cs) );	 // serial DAC module 

2)   M_PWM  M2(.Clk(clk),.PWM_En(PWM_en),.count1(count1),

.Count2(count2),.Q_PWM(pwm) );   // PWM module

3)   Generator20M M3.clkin(clk),  .clkout(clk_20M),  .reset(reset)   );

And there is a finite state machine as a block:

	 always @(negedgeclkor posedgereset )

	 begin

		  ……

	 End
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In addition, there is an assignment statement about nets reset_n and reset:

	 assign reset_n = !reset;

Figure.2  System Composition and Module dependency in the example

These three instantiated modules, the finite state machine block and variables reset_n and reset  are 
chosen as elements for DSM elements. The DSM for these digital system can be obtained, as shown in 
Fig. 3. From this model, it is shown that the net reset_n depends on the net reset. The behaviour of the 
finite state machine is dependent on the net clk and reset. All these relationships between elements are 
obviously signified by marks. If a condensed model is needed, interface signals for modules or the block 
can be hidden and only element names and relationships between these elements are preserved (see Fig. 
1). However, many details are lost in this condensed version. 

A simple analysis of artefact architecture is degree analysis of elements [12]. For example, clk and reset 
have high out-degrees, so these two elements have more impacts on others while M1 and M2 have no 
impact on others.

Figure.3  DSM modeling for the system in Fig. 2
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5. Conclusion

DSMs can reveal the relationships between components in a system in a concise way and provide 
designers with insight into the system. This paper set up some rules about building up DSMs for digital 
design usingVerilog-HDL. With the DSM model, the source code artefacts can be efficiently analyzed.
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Abstract. The Dempster-Shafer evidence combination method will appear inconsistent 
conclusions for the conflict evidence. One new universal evidence combination method was proposed. 
According to the concept of the Pearson correlation coefficient. Evidence distances which represent the 
conflict degree were calculated, and then the weight coefficient were further converted. The evidences 
probability were redistributed by using the weight coefficient. Finally, the improved synthesis rule was 
used to the evidence combination. The examples results show that the algorithm has strong versatility 
and stability in the evidences combination, can be applied to information fusion, uncertain information 
decision-making and other fields.

Keywords: Evidence combination, conflict , weight , evidence pretreatment 

1. Introductiong

DS evidence theory is first proposed by Dempster in the 1960s and further developed by Shafer, and 
is a theory of reasoning belonging to artificial intelligence areas. As a method of uncertainty reasoning, 
DS evidence theory provide a natural and powerful way for the expression and synthesis of uncertain 
information, within the framework of the basic assumptions for the power set of the collection, it 
can make full use of the probability distribution function, likelihood function and other functions to 
describe and deal with uncertain information, so get a wide range of applications in information fusion 
and uncertain reasoning [1-3].

When a large inconsistency or conflict between the evidences, DS evidence combination method can 
not be used or the results obtained from which may be odds with reality. How to achieve effective multi-
source information fusion on high degree of conflicting evidences is the current hot research, a variety 
of conflicting evidences combination methods are proposed [4-9]. By studying them, the overall synthesis 
rules can be divided into two broad categories: modified the rules of synthesis methods and the ways to 
modify the original evidences.

Single conflict evidence synthesis method has its limitations, so, this paper presents one evidence 
combination method by the fusion of pre-integration rules and synthetic methods modified. First, by 
converting the Pearson coefficient into weights of evidence, and thus be used to modify the source; 
and then the modified rules are further used for combination. Experimental results show that the new 
method can quickly get the proper results of the normal or conflict evidences, and has good adaptability, 
reliability and fast convergence rate.
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2. Ds Theory 

In the DS evidence theory [9,10], the identification framework Θ of fusion system contain N complete 
incompatible assumption propositions, its power set P(Θ)=2Θ={A1, A2, A3…A2N}.. Evidences E1, 
E2, E3。。。En. The basic probability distribution functions respectively are m1, m2, m3…mn.
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Where, k is the conflict factor, which reflects the conflict degree between the evidences.

1

( )
j

i i
A i N

k m A
=Φ ≤ ≤

= ∑ ∏


                                                                                                                                                     (3)

In the Dempster combination rule, k is a coefficient measuring the conflict level between the evidences. 
If k = 1, we can not use the Dempster combination rule for information fusion; and when k → 1, 
the combination results of a high degree conflict evidences is inconsistent with the actual processing. 
Conflict is also a kind of information, the extraction and analysis of them, and being added into the 
combination rules, one new combination method can be got.

3. New Combination Method

New method fuses evidence pre-processed and synthetic rules modified. According to the principles of 
conflict information available, weights of evidences can be obtained from the Pearson coefficient, the 
more collision with other evidences, the smaller its weight. Then the modified combination rules are 
used to fuse weighted evidences.

3.1 Pearson Correlation Coefficient

Pearson correlation, also known as product-moment correlation (or product-moment correlation) is 
a linear correlation proposed by Pearson of British statistician in the 20th century [11]. Suppose there are 
two variables X, Y, and then the Pearson correlation coefficient of the two variables can be calculated by 
the following formula:

,
(( )( ))cov( , ) X Y

X Y
X Y X Y

E X YX Y µ µρ
σ σ σ σ

− −
= =                                                                                                            (4)

Where E is the mathematical expectation, cov is the covariance. 

( )X E Xµ =                                                                                                                                                                      (5)
2 2 2( ) ( )X E X E Xσ = −                                                                                                                                                   (6)

Pearson correlation coefficient is one measurement of the degree between two variables. Its value is in 
a range from -1 to 1, where 1 indicates perfect positive correlation, 0 independent, and -1 indicates a 
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perfect negative correlation.

3.2 Weight

Step1: According to (4), calculate the Pearson coefficient p(E1, E2) between the evidence E1, E2;

Step2: The sum of the Pearson coefficient of the evidence Ei is defined as:

,
1,

( ) ( )
n

i i j
j j i

E p E Eδ
= ≠

= ∑                                                                                                                                                 (7)

Step3: Ec is the center evidence, if it is satisfy with the (8):

1
( ) max( ( ))c ii n
E Eδ δ

≤ ≤
=                                                                                                                                                     (8)

Step4: The weight wi of evidence is defined as:

( ) / ( )i i Cw E Eδ δ=                                                                                                                                                        (9)

3.3 Modified Combination Rules

The weight of the evidence source is wi, wi ∈ [0,1], the combination rules of  the weighted basic 
probability assignment are inheritance from [12], following steps below.

Step1: Calculating all the weights based on algorithm above, the weight vector W = ( w1 , w2 , ⋯, wn )

Step2: According to (10), the probability of the evidence will be re-allocated.
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Step3: Calculate the conflicting value k and the average level supporting proposition q(A), which are 
defined as below.
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Step4: Substituting the new probability distribution into the following formula to calculate the synthesis 
results.
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4. Experiments Results and Analysis 

Through the analysis results of normal and conflict evidences situations, this section will verify the 
validity of the new method. SupposeΘ = { a , b , c}.

4.1 Normal Data 

Table 1  Focal Elements Distribution

Evidence
Propositions

a b c
m1 0.90 0 0.10
m2 0.88 0.01 0.11
m3 0.5 0.20 0.30
m4 0.98 0.01 0.01
m5 0.90 0.05 0.05

Table 1 is the source of evidence for the normal data, there is 5 groups. Seen from Table 1, the artificial 
reasoning synthesis results should be a.

Table 2  Combination Results

Algorithm

Evidences

m1, m2

K=0.1970000
m1, m2, m3

K=0.6007000
m1, m2, m3, m4

K=0.6118870

m1, m2, m3, m4,m5

K=0.6507264

Dempster

m(a)=0.9863014
m(b)=0
m(c) = 0.0136986
m(Θ) = 0

m(a)=0.9917355
m(b)=0
m(c) = 0.0082645
m(Θ) = 0

m(a)=0.9999150
m(b)=0
m(c) = 0.0000850
m(Θ) = 0

m(a)=0.9999953
m(b)=0
m(c) = 0.0000047
m(Θ) = 0

Yager[13]

m(a)=0.7920000
m(b)=0
m(c) = 0.0110000
m(Θ) = 0.1970000

m(a)=0.3960000
m(b)=0
m(c) = 0.0033000
m(Θ) = 0.6007000

m(a)=0.3880800
m(b)=0
m(c) = 0.0000330
m(Θ) = 0.6118870

m(a)=0.3492720
m(b)=0
m(c) = 0.0000017
m(Θ) = 0.6507264

SUN[14]

m(a)=0.8930454
m(b)=0.0005677
m(c) = 0.0229211
m(Θ) = 0.0834658

m(a)=0.6591065
m(b)=0.0242335
m(c) = 0.0621528
m(Θ) = 0.2545073

m(a)=0.6754816
m(b)=0.0193952
m(c) = 0.0458762
m(Θ) = 0.2592470

m(a)=0.6612917
m(b)=0.0202513
m(c) = 0.0427544
m(Θ) = 0.2757027

WEI[15]

m(a)=0. 96733
m(b)=0. 0009850002
m(c) = 0. 031685
m(Θ) = 0

m(a)=0. 8215649
m(b)=0. 01044716
m(c) = 0. 06840459
m(Θ) = 0. 0995834

m(a)=0. 8478351
m(b)=0. 006129951
m(c) = 0. 03761158
m(Θ) = 0. 1084234

m(a)=0. 8511387
m(b)=0. 007711634
m(c) = 0. 02205105
m(Θ) = 0. 1190986
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PAPER

K=0.197
m(a)=0. 96733
m(b)=0. 000985
m(c) = 0.031685
m(Θ) = 0

K=0.5970444
m(a)=0. 8523845
m(b)=0. 04143542
m(c) = 0.1043324
m(Θ) = 0.00184768

K=0.60431695
m(a)=0. 8853891
m(b)=0. 03264323
m(c) = 0. 0777387
m(Θ) = 0. 0042289

K=0.641591966
m(a)=0. 889182
m(b)=0. 03395038
m(c) = 0. 07212327
m(Θ) = 0. 0047443

From table 2, the supporting degree of evidence a increase with the increase of data in normal 
circumstances, Dempster, Wei[15] and the algorithm are faster speed convergence to a, and get the 
correct integration results. As evidence increasing, the unknown results of Yager [13], Sun [14] and Wei 
[15] increase, the uncertain results of the algorithm are far less than the above three algorithms, and close 
to zero. The overall analysis being seen in the data source of evidence under normal circumstances, 
Dempster, Wei [15] and the algorithm can get the correct the synthesis results, but our algorithm has the 
highest reliability.

4.2 Conflicting Data 

Table 3  Conflicting Data 

Evidence
Propositions

a b c

m1 0.98 0.01 0.01

m2 0 0.01 0.99

m3 0.90 0 0.10

m4 0.90 0.01 0.10

Tables 3 are the conflicting evidences of 4 groups, from the artificial reasoning, when there are only two 
groups evidences, the synthesis results should be c, but as the number of evidences increases, the end 
result should be a. evidence 2 is highly conflicts with other evidences.

Table 4  Combination Results 

Algorithm Evidences
m1, m2 m1, m2, m3 m1, m2, m3, m4

Dempster

k=0.99

m(a)=0

m(b)=0.01

m(c) = 0.99

m(Θ) = 0

k = 0.99901 

m(a)= 0

m(b)=0

m(c) = 1 

m(Θ) = 0

k = 0.999901

m(a) = 0

m(b)=0

m(c) = 1 

m(Θ) = 0

Yager[13]

k=0.99

m(a)=0

m(b)=0.0001

m(c) = 0.0099

m(Θ) = 0.99

k = 0.99901 

m(a)= 0

m(b)=0

m(c) = 0.00099 

m(Θ) = 0.99901

k = 0.999901

m(a) = 0

m(b)=0

m(c) = 0.000099 

m(Θ) = 0.999901
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SUN[14]

ε= 0.3716

m(a) = 0.18 

m(b) = 0.004

m(c) = 0.194 

m(Θ) = 0.622

ε= 0.512

m( a) = 0.321

m( b) = 0.003

m(c) = 0.188 

m(Θ) = 0.488

ε= 0.604

m( a) = 0.42 

m( b) = 0.003

m( b) = 0.181

m(Θ) = 0.396

WEI[15]

k = 0.99 , 

m(a) =0.4851,

m(b) = 0.01 

m(c) =0.5049 

m(Θ) = 0

k=0.48251

m(a)=0.7589

m(b)= 0.0019

m(c)=0.1119

m(Θ) = 0.1272

k = 0.44651

m( a) =0.8341

m( b) = 0.0012

m(c) =0.0599

m(Θ) = 0.1048

PAPER

k = 0.99 

m(a) =0.4851, 

m(b) = 0.01 

m(c) =0.5049 ,

m(Θ) = 0

k = 0.152 

m(a) =0.9337065

m(b) = 0.0005023976

m(c)= 0.0145743

m(Θ) =0.0512168

k = 0.099

m(a) =0.9683049

m(b) =0.000206358

m(c) =0.002402914

m(Θ) =0.02908585

From the combination results of tables 4 for the conflict evidences, we can see that Dempster and Yager 
[13] algorithms do not apply to conflicting evidences combination; Sun [14] algorithm although  can be 
used for the conflict evidences combination, the distribution of precision is not enough, the convergence 
is slow , the value of uncertain results are high, and as the evidences increasing, the uncertainty value did 
not significantly reduce, and can not get the recognition results; Wei [15] and our  algorithm can get the 
correct results, and both have reduced the level of conflict, our algorithm fully consider the credibility of 
evidence and other global information, which greatly reduces the level of conflict between the evidences, 
and thus minimize the interference of conflicting evidences on the combination results, with a strong 
anti-interference ability. From Table 4, we can see that the algorithm can have a good decision with three 
evidences. From the test results, we can also see that, as evidence of supporting a increases, the value of 
m (a) steadily improves, the uncertainty recognition results are almost zero, and which indicate that our 
algorithm has high reliability. So, our algorithm can solve the conflict problems in the evidence synthesis, 
and has the best advantage compared to other algorithms.

5. Conclusion

For the combination of conflict evidences, with the combined advantages of evidence pre-processing 
and modified combination rule, one new algorithm was proposed. By firstly using the Pearson 
coefficient for the pretreatment the source evidences, and then the modified rules for the combination. 
Algorithm not only solves the conflict problem of evidence synthesis, but also has high versatility and 
robustness, and will have some practical value in engineering applications.
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Abstract. Radio frequency identification (RFID) is one of the key technologies of Internet of 
Things, which have many security issues in an open environment. In order to solve the communication 
problem between RFID tags and readers, security protocols has been improved constantly as the first 
choice. But the form of attack is also changing constantly with the development of technology. In this 
paper we classify the security protocols and introduce some problems in the recent security protocols.

Keywords: RFID, protocol, Hash, authentication, attack

1. RFID System Introduction

Radio Frequency Identification (RFID) is a non-contact automatic identification technology, it uses 
Radio Frequency signal to complete the automatic identification   to obtain relevant information of 
target acquisition, at the same time complete the exchange of information among the target objects, 
having a wide range of applications among Internet of things. RFID is widely used in the fields of access 
control, logistics, monitoring, tracking, anti-counterfeiting, identification, security, military, and medical 
treatment because of its non-contact, fast identification of moving objects, high identification efficiency, 
can work in harsh environment and convenient operation and so on, But at the same time caused a lot 
of security issues.

A typical radio frequency identification system consists of a reader (Reader), a tag (Tag), and an antenna 
(antenna), as shown in Fig.1. In the physical configuration, the tag consist of the RFID front end, the 
antenna, identity information, the digital baseband for storing information and processing protocols, 
As a result, the tag can store identity information, usually placed on objects that require authentication. 
Reader and tag communicate through the radio interface with the background database connection. In 
the RFID system, the implementation of the label data is the key to information retrieval, we can obtain 
the label information in the back-end database to understand the special information of the product. 
The product information needs certification, logistics records and key information management can be 
saved in the end database.

There are two main defense methods in the face of RFID system security issues: passive detection 
(physical methods) and active defense (security protocol). As passive detection reduces the utilization 
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of tags, there are some difficulties to implement, so some active security mechanisms (security 
authentication protocols) are preferred. The second part introduces the attack model and security 
requirements of the RFID system. The third part introduces the classical security protocol of the 
RFID system. The fourth part introduces the research status of the classic protocol. The last part is the 
summary.

 

Figure.1  RFID system

2. RFID Attack Model and Security Requirements

2.1 Attack Model Introduction.

RFID systems are vulnerable to suffer attack of various forms, because RFID readers and tags transmit 
information by wirelessly. RFID security protocols as a solution to security threats, the various forms of 
attack will be introduced firstly.

● Personate Attack. A clone tag attack that allows the reader to believe that the received data 
is from a legitimate tag. An attacker can create an authenticated tag through entering the appropriate 
format data in a blank tag.

● Replay Attacks. An effective data transfer is recorded by the attacker and maliciously repeated 
or sent back between the tag and the reader in an insecure channel between the tag and the reader. Such 
as a device (not necessarily a tag), masquerading as a trusted entity, and playing back a tag response 
message to the reader. Another way is to maliciously replay legitimate readers’ requery to the tag, aims 
to retrieve the tag’s private information, in order to avoid this happening, the response of each tag and 
the reader must be unique in every round.

● Tracking Attacks. This attack is considered the most important prevention attack which 
can cause a significant loss of privacy to the label holder. It is easily to be tracked if any information can 
be connected to a given tag. Thus updating information can prevent such attacks after each successful 
authentication.

● Man-in-the-Middle Attack and Information Disclosure. The attacker controls 
the flow of information by replaying or modifying information between the tag and the reader, at the 
same time the reader and tag do not detect any anomalies in this attack.

● DOS Attacks. Similar to tracking attacks, this attack is a major concern in RFID systems. These 
attacks are easy to achieve, but difficult to prevent. One method is that an attacker maliciously collides 
with a tag, causing the reader to load more data than they can handle; the other is an attacker blocks 

The end 
database

Reader Tag
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messages that are transmitted between the tag and the reader. The attack could cause desynchronize 
messages between the tag and the reader.

● Forward Attack. A system is belong to forward security means the current label response 
message eavesdropped by the attacker is not linked the previous response message.

2.2 Introduction to security requirements.

In an RFID system, the reader sends a response message received from the tag to the backend database. 
The database would compare feedback information received from the label, while the database needs to 
send the news to the label passed the authentication, the label also must carry on the authentication to 
the database’s identity. In the mutual authentication process, the forgery data must be prohibited from 
being authenticated. However we must find an effective way to prevent the attacker from modifying the 
authentication information because the wireless channel between the tag and the reader. In the design of 
RFID authentication protocol, we must consider the following aspects of the security requirements:

● Confidentiality. Electronic tags can only send messages to valid readers and can not reveal any 
valuable information to attackers during system operations. Once the attacker has access to valuable 
information, the identity of the label information may be leaked. Therefore, a complete RFID security 
solution must be able to ensure that the information contained in the label can only authorize the reader 
to access.

● Indistinguishability. The output value of the tag is required for each authentication is not 
the same and not directly linked the tag ID value. If an attacker can distinguish a specific output from a 
target tag, thus the tag can be tracked, that is so-called the anonymity of the tag.

● Authenticity. It refers to the prohibition of false electronic tags to deceive the reader or server.

● Forward Security. If an attacker obtains the privacy information of the tag, the tag cannot be 
tracked. That is, although the adversary obtains the tag’s output information but couldn’t contact 
the previous round of information.

● Efficiency. Though efficiency is not included in the security requirements, passive tags in the 
protocol need to operate hash function XOR operation and so on. Thus efficiency is a necessary factor 
to consider in the design of security protocols.

3. Introduction to Classic Security Protocols

3.1 Hash—lock protocol.

Hash-lock protocol [2] is proposed by Sarma et al. in order to avoid information disclosure and tracking, 
in which use meta ID to replace the real tag ID, the protocol flow shown in Figure.2. In this protocol, 
the tag does not have a dynamic refresh mechanism and the meta ID remains unchanged during the 
authentication process, further more the tag ID is transmitted in plain text over an unsecured channel. 
Thus Hash-lock protocol is vulnerable to fake attacks, replay attacks and tracking -positioning attacks.
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Figure.2  Hash—lock protocol

3.2 Randomized Hash—lock protocol.

In order to solve the problem of position tracking in Hash-lock protocol, Weis et al proposed 
Randomized Hash-lock protocol [3], using query-reply mechanism of the random number, the protocol 
flow shown in Figure.3. In this protocol, a pseudo-random number generator is used to increase the 
amount of label operation within the allowable range of label cost. Tag ID remains unchanged, and the 
plaintext is still sent between the tag and the reader, causing this protocol is vulnerable to counterfeit 
attacks, replay attacks, were tracking attacks. In order to validate each tag, the reader must effectively 
compute the hash value of the each tag ID stored in the back-end database, the resources consumed by 
the whole authentication process are huge, it is easy to cause DOS attack, and does not apply to a large 
number of label attestation.

Figure.3 Randomized Hash—lock protocol

3.3 Hash—chain protocol.

Hash-chain protocol [1] is proposed by Ohkubo et al., which is also based on the challenge-response 
mechanism, the protocol flow shown in Figure.4. Tag and the back-end database share an initial secret 
value. The protocol resolves the forward security problem when the reader sends an authentication 
request to the tag, and the tag sends a different response. But in the protocol only reader authenticate the 
identity of the tag, the tag does not authenticate the identity of the reader, so it is vulnerable to personate 
attacks and replay attacks. Meanwhile Back-end database’s search work is huge, for each round needs 
to look up nm× times, where m is the chain length, n is the number of ID. And ID space is large 
under normal circumstances, such as up to 128 bits. To ensure randomness, where m should be large 
enough, as a result it is easily to lead DOS attacks.
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Figure.4 Hash—chain protocol

4. Research Status of Security Protocols

The existing security protocols are divided into four categories, the first type proposed improved 
protocol respectively security protocol based on the shortcomings of Hash-lock protocol for the study, 
which also divided into four specific cases, the first section summarized respectively; next type proposed 
protocol based on the shortcomings of the Randomized Hash-lock protocol; the third type proposed 
improvement protocol based on Hash-chain protocol; the last type is based on the above three basis 
protocol, taking into account the safety and efficiency and cost of the label factors fully, proposed 
comprehensive protocol. The following will be introduced respectively.

4.1 Security protocols based on Hash - lock protocol.

For the shortcoming of the Hash-lock protocol, Lee [15] proposed protocol keep using meta ID instead 
of the real tag ID value in the original protocol, meanwhile using semi-random access control (SRAC), 
which provides mutual authentication and good security to prevent tracking attacks, fake attacks, 
DOS attacks, but in the case that the attacker eavesdropped and playback Meta ID, tags can also be 
successfully authenticated by legitimate readers, thus the protocol does not have anti-replay attacks. 
Subsequently, a low-cost RFID authentication protocol (LCAP protocol) was proposed in [14], which 
uses the challenge-response scheme to ensure the positional privacy of the tag holders. However, if 
the attacker eavesdropped the current label response, message could be inferred the previous message 
tags responded and sent, and the protocol cannot provide forward security. Choi et al. [17] proposed 
an improvement scheme based on the protocol [14] in which the labels are grouped and the back-end 
database is assigned to each group index also saved in the tag. The shared key and an initialization value 
and the like are stored in the tags and database.  

This protocol does not reveal the tag’s privacy information, using random numbers and counter 
variables to ensure location privacy, anti-trace attack and impersonation attack, but it is not completely 
safe. The attacker can derive the previous response information by tapping the response message of the 
current label, so it doesn’t provide forward security. In [18], an improved scheme is proposed by Choi 
et al. Taking account into forward security and synchronization attacks, it provides forward security but 
doesn’t authenticate the reader identity regretful.

One improvement protocol is a serverless system and the two entities involved in authentication are tags 
and readers. Tan et al. [8] pointed that if the reader and the back-end database couldn’t create a secure 
and continuous network connection, RFID systems would not be used, if that will limit the application 
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of RFID systems in remote areas. Thus a server-free security authentication protocol is proposed. In 
which the back-end database is used as the certification authority (CA) to write the label’s secret value 
into the tag and initialize it, and the reader must obtain authorization from the CA to access a specific 
set of tags. As well each legitimate reader downloads the authenticated access table from the CA. This 
protocol is not a strict authentication protocol and cannot guarantee the anonymity of the tag ID, 
because the communication between the reader and the CA is considered to be secure.

In the references [10,11,12] proposed some protocols based on the Tan et al. Protocol and successfully resist 
major attack models, including tracking, eavesdropping, and clone attacks. In the scheme [10, 11] achieved 
mutual authentication and symmetric key setting are implemented, but symmetric key may cause other 
problems. In scheme [11], the reader and the tag share the key in other states, and the reader identifies 
the tag with a random number, meanwhile dynamic information must be synchronized between the 
reader and the tag in order to successfully operate the system. In this case, an attacker can initiate a 
asynchronous attack to break the synchronization and face the problem of asynchronization.

At the same time, Ha et al. [19] also proposed a serverless security authentication protocol, each tag needs 
to maintain a state parameter SYNC, that is, the state protocol, but it is well known that the security 
protocol in RFID is stateless, , each tag and reader does not need to maintain any status information, 
and the management of the status values in the tags is cumbersome in the communication session. For 
example, the attacker will be very easy to get the label to protect privacy information after the label’s 
calculation error will change the SYNC value. In this case, the attacker can re-set the state value to 0 
when the tag in the session does not successfully end the communication, causing the tag to not work 
properly. The protocol has a forward privacy threat, and the protocol’s security depends on the tag ID 
during the update session to provide the forward privacy service. Two kinds of attack means are listed 
in the reference [20] aimed at protocol [19], can destroy its forward privacy, an improved stateless value is 
proposed in addition, but it is also a serverless security protocol.

One kind of improved scheme is just to consider the forward security. In reference [9], the back-end 
database and the label share the shared key. The reader only transmits the tag and the back-end database. 
The tag ID value is not updated, but the key value is updated after each successful authentication.

Other improved scheme does not consider the synchronization problem. In reference [4, 5, 6], some 
improved methods based on Hash-lock protocol are proposed. The new protocols avoid the tracking 
attack when the reader accesses the tag receive different response message every round. There are still 
security flaws. For example, the label ensures the cost and security, but it is not a good solution to the 
synchronization problem of the label and database in reference [6].

4.2 Security protocols based on Randomized Hash—Lock protocol.

Because of its practicality, there are rarely improved protocols based on Randomized Hash-Lock 
protocol. The practicality is that the mutual authentication process is completed by only two exchanges 
of information. Compared other security protocols, mutual authentication cannot be completed by 
two exchanges of information, at least three to four steps are required to exchange information, and 
just only one-sided authentication is required such as Tan et al. [8]. Compared to reference [16] maintains 
the previous authentication step, only transmits the tag ID value to the original protocol in the last 
step. The improved protocol adds a hash function to the reader and the transmitted message is a hash 
function consisting of random number and tag ID value, this improved security significantly but at the 
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same time have high memory consumption, just for only for small networks. Future research may look 
for a scheme that keeps authenticating each other during the communication process, not just at the 
beginning of the session, since the authenticated tag is unlocked and its risk of being deceived by the 
reader can be significantly reduced.

4.3 Security protocols based on Hash—chain protocol. 

ID tag in the Hash-chain protocol is dynamically updated, also known as dynamic ID authentication 
protocol. For it does not authentication the identity of the reader, so this is vulnerable to personate 
attacks and replay attacks and its back-end database search work is huge and other shortcomings. 
Thus reference [24] combined with three-way handshake agreement, proposed to create a two-way 
authentication method serial number in the communication time to encrypt information, but the 
agreement belongs to the serverless system.

Reference [13] pointed out that Luo et al.’s protocol used two hash functions to update the key value. 
The reader only communicated the communication between the tag and the back-end server, and 
almost omitted the reader in the protocol. The counter will also increment the tag value after each round 
of authentication. When the server sends a request for authentication to the tag, the tag responds to 
the counter, the counter hashes and the shared key, after the backend server verifies that the random 
number of sessions is used as the encryption key. However if the count value of one tag is significantly 
different from the count value of the surrounding tag, the attacker can track the tag according to the 
count value of the tag in this protocol. In addition if the attacker sends a query request to the tag and 
the count and key values of the tag are not changed by a valid server, the tag would respond to the 
same value and attacker can track this tag. Or if an attacker listens to a second session and changes the 
response value, it is considered to be valid by the tag, and then the tag responds with a message sent by 
the attacker to the reader. The reader surely cannot decrypt the message. If a lot of tags are attacked, the 
protocol would suffer DOS attack. At the same time it also analyzed the protocol of Lee et al. specific 
about the attacker’s personate tag to send a message to the reader, eavesdrops the random number s 
sent by the reader to the tag, and changes the value to 0, eavesdrops the tag’s return value, and modifies 
the sending reader, so the agreement is vulnerable to personate attacks.

There are improved protocol based on Hash Chain protocol In reference [21, 22], for example, reference 
[22] uses a hash function to approximate the randomness, the protocol does not change the secret value 
in the hash chain, only a hash function to achieve the dynamic update of the label to reduces the huge 
amount of queries in the backend database in the original protocol meanwhile its time complexity 
decreases from )( nmO × to )( nmO + . However, the two protocols only improve the security flaws 
of the original protocol, but the back-end database has exhaustive search and large number of hash 
operations in verifying the identity of the tags and readers and the efficiency is not obviously improved, 
so it is not suitable for large tags to be widely used.

4.4 Comprehensive improvement protocols.  

In the design of the protocol, the tag only could bears a lower calculation cost, just including the hash 
function and the random number operation. so the authentication server part of the protocol undertakes 
a lot of computation and low efficiency. After studying these protocols, in order to overcome this 
shortcoming, the researchers have done a lot of work can be divided into three general types.
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The first type is about the hash value of the ID and other information sent by the tag [3] and the server 
can pre-calculate and store the hash value to the backend database. Upon receiving the label response 
message, the server can find the tag ID stored in itself. In general a protocol requires O (1) computational 
efficiency to validate a tag, using an efficient hash map instead of traversing all tag ID operations. These 
protocols have a good reliability and anti-traceability, however an attacker can intercept messages sent 
from the server and then replay the messages to the tag. By comparing the response messages of the 
tags, the attacker can track the target tag because the response message is fixed before the successful 
authentication.

The second type of the improved protocols based on tree, packet and shared key idea in order to 
overcome the deficiency of tag tracking attacks in the first class, hence these protocols improve the key 
search efficiency of the server and reduce complexity from linear to logarithm, but these agreements are 
vulnerable to compromise attacks. Based on the tree protocol, such as reference [24], using the tag as a 
leaf node in the tree, and the key assigned to the internal node. The server stores all the keys and each tag 
also stores its own key and the associated key )(log NO from the leaf node to the root node. 

During the authentication process, the tag would respond with a hash of the )(log NO  key and a 
random number, and the server can verify the root key value of the tag. However, tree-based protocols 
are vulnerable to compromise attacks because each tag shares a set of keys with other tags in the tree 
structure. Similarly Group-based protocols are also vulnerable to compromise attacks since each 
group’s labels share a single key. For example, in reference [25], the tag shares a protection key with the 
server, and the tag sends the hash value of the protection key to the server that can calculate the hash 
value during the authentication process. However the protection key in the protocol is shared in the 
label is known so it is vulnerable to compromise attacks.

Reference [27] proposed a protocol for passive tags but only consider the forward security, and the label 
of the agreement is too large, which does not meet the low-cost requirements.

 Table 1  Security of different protocols

Table 1  Security of different protocols

×: does not exist     : partially exist         : exist 
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5. Conclusion

This paper first introduces the attack types and security requirements of RFID system recently, and the 
three classical protocols including Hash-lock protocol, Randomized Hash—lock protocol and Hash-
chain protocol based on Hash function, as well as the problems of these protocols including improved 
protocol based on classical protocols would be illustrated in Table 1. For these shortcomings, the existing 
security protocols are divided into four categories, of which the first three are based on the improvement 
of three classic protocols, the last one is based on three classic protocol solutions moreover considering 
the safety and Efficiency and the cost of tag. However there are a variety of problems in security 
protocols, including security flaws, efficiency issues, and non-compliance with large-scale tags. At 
present, there is no good security protocol is recognized as safe, feasible, efficient and so on, the future 
work is still gathered in how to design a reliable, safe and efficient RFID security protocol.
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Abstract. This paper studies on the dynamics model and control method of quad-rotor UAV for 
research. Firstly analyzes the dynamic characteristic of quad-rotor UAV and establishes the nonlinear 
dynamics model of quad-rotor UAV; and then applies the PID control to three channels of pitch, roll 
and yaw based on the established model, and the simulation results show that PID control is effective for 
the quad-rotor UAV control with the ideal conditions. Finally analyzes the results of PID control under 
the circumstance that the data form feedback channel is polluted by noise, which lay the foundation for 
the improvement of the PID control law.

Keywords: quad-rotor,dynamics model, PID

1. Introduction

Quad-rotor UAV is a kind of butterfly, coaxial type, vertical take-off and landing multi-rotor aircraft. 
Compared with other types of UAV, it has lots of unique advantages [1]: vertical take-off and landing, 
hovering, flying in arbitrary direction, adapting to many kinds of takeoff and landing site, etc. Its unique 
performance makes it have broad application space in military and civilian fields. In the aspect of 
military, Quad-rotor UAV can be used to perform both tasks of destruction and non-combat missions 
such as investigation, positioning, communications relay, etc. In the aspect of civil, quad-rotor UAV 
in monitoring of atmospheric environment, the traffic situation, exploration and resource distribution, 
detecting electric power line, etc have broad application prospects [2].

Due to quad-rotor UAV movement characteristics present a nonlinear, strong coupling, time-varying, 
exploring practical flight control method is of great value. Control algorithm design is the core content 
of quad-rotor UAV flight control, and PID as a classic control algorithm has the advantages of simple 
structure, easy to implement, which has been widely applied in engineering practice [3]. Therefore, to 
carry out the quad-rotor UAV control method based on the PID control law is not only theoretical 
research significance, and lay a foundation for quad-rotor UAV to engineering practical.  Aiming at 
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the quad-rotor UAV flight control problem, this paper carry out the research work mainly from the 
modeling methods, control algorithm and the simulation experiment and other aspects.

2. Foundation of the Dynamic Model of the Quad-Rotor Uav

The motion of UAV can be divided into 6 degrees of freedom, including 3 degrees of freedom of linear 
motion and 3 degrees of freedom of angle motion around the center of mass[4]. According to Newton’s 
second law, the dynamic equations of UAV are as follows:

dVF m
dt

=




                                                                                                                                                                       (1)

dHM
dt

=


                                                                                                                                                                           (2)

Where F
→ represents force acted on the quad-rotor UAV, m  is the mass of the UAV, V

→
 indicates 

the velocity of the center of mass of the UAC, M
→

 is resultant moment of force of the UAV and H
→

 is 

moment of momentum of UAV relative to the ground coordinates.

2.1 Linear Equation of Motion 

The force acted to UAV includes gravity, lift of the rotor and the air resistance.
G mg=                                                                                                                                                                             (3)
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Where G  is the gravity of the UAV, iF  , {1,2,3,4}i∈  , is the lifting force of the rotor i, iD  is the 

resistance of the rotor i, iC  is the lift coefficient of the rotor, dC  is the resistance coefficient of the rotor, 

iω  is the angular velocity of the rotor i.  is the lift coefficient and dk  is the resistance coefficient.

F
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 , the resultant lift of the quad rotors, is as follows:
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Substitute equation (6) into (1):
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Where ( , , )x y z  is the location of the center of mass of the UAV, ( 1, 2,3)iK i =  is the total resistance 
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coefficient and g  is gravitational acceleration.

2.2 The Angular Motion Equation

The relation between the angular velocity of ruler angle ( , , )φ θ ψ
  

 and the angular velocity of the 

fuselage ( , , )p q r  is as follows:
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Assuming that the shape of the quad-rotor UAV is symmetrical, the mass distribution is uniform, it 
can be assumed that the center of gravity of the UAV is located at the center of the quad-rotor UAV. 
According to the calculation of the angular momentum, the motion equation of the angle of the quad-
rotor UAV is as follows:
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Where , ,x y zM M M  respectively represents the component of the resultant external angular momentum 

of the UAV around the axis of , ,X Y Z .

According to equation (9):
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Finishing equation (9) and equation (10):
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According to the ‘X’ flight model of UAV and theorem of momentum:
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Where l  is the distance between the motor shaft and the center of mass of the UAV, λ  is the coefficient 
which link the lift and the twisting moment.

Assuming the input of the system of the quad-rotor UAV as follows:
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1 2 3 41

1 4 2 32

3 1 3 2 4

4 1 2 3 4

F F F FU
F F F FU

U
U F F F F
U F F F F

+ + +  
   + − −  = =
   + − −
  

+ − −   

                                                                                                                                   (13)

Where 1U is the vertical controlled quantity, 2U  is the roll controlled quantity, 3U  is the pitch controlled 

quantity and 4U  is the yaw controlled quantity.

Integrate equation (11), (12), (13):
1

2

1
3

1
4

x

y

z
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U I

φ
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−

−

−

 =


=


=







                                                                                                                                                                (14)

Assuming that the flight environment of the quad-rotor UAV is indoor or breeze outside, the resistance 
coefficient in equation (7), ( 1, 2,3)iK i =  will be negligible. Then integrate equation (14) and equation (7):

( )
( )
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1
1

1
1

1
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1
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ψ θ φ ψ φ
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θ
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−

−

−

−

−

−
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 = −  


= −   
=


=

 =













                                                                                                                           (15)

3. The Control Method of the Quad-Rotor UAV Based on PID 
Control Law

The principal structure of the PID controller is as shown in Figure 1[5].

Figure.1  Program block diagram of PID

Where ( )dy t  is set point, ( )y t  is the real output of system. PID controller use the error value 

between ( )dy t and ( )y t . 

( ) ( ) ( )de t y t y t= −                                                                                                                                                     (16)

The control law is as follows:

( )dy t +
−

 proportion 

integral 

differential 

+

+
UUT

( )y t
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( ) ( )( ) ( ) ( )( )
0

d
d

d
t

p i d

e t
u t k e t k e t t k

t
= + +∫                                                                                                    (17)

Where pk is proportionality coefficient, ik  is integral coefficient and dk  is differential coefficient.

Exert PID control to the pitch, yaw, roll channel respectively. The structure drawing of PID control of 
the roll channel is as shown in the Figure 2 [6]. 

Where ( )MG s  is the transfer function of the electrical machine and ( )G s  is the transfer function of the 

quad rotor UAV.

The step response exerting PID control to the pitch, yaw, roll channel respectively is as shown in the 
Figure3, 4, 5. And the control quality is as shown in the table 1.

Figure.2  PID control flow chart of Roll

Figure.5  PID control of the yaw channel

Figure.4  PID control of the pitch channel

Figure.3  PID control of the roll channel
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Table 1  PID control quality

channel pk ik dk risetime overshoot

Roll 0.89 21.87 10−× 0.073 0.38 15.4%

Pitch 0.73 21.45 10−× 0.079 0.29 15.3%

Yaw 0.12 24.5 10−× 0.078 0.21 11.3%

According to the response of the three channel and control quality, PID control method is efficient to 
control the quad-rotor UAV under the ideal environment.

But in the real flight, the sensor data of the feedback channel are easily polluted by measurement noise. 
The response of the roll channel polluted by the noise is shown in the figure 6. It is necessary to study the 
control method under the condition that the sensor data are polluted by noise.

Figure.6  PID control result with noise interference

4. Conclusion

In this paper, the dynamic model of quad-rotor UAV is established, and the PID controllers of the 
pitch, yaw and roll channels are designed. The simulations reveal that PID control method is efficient to 
control the quad -rotor UAV under the ideal environment. Finally, taking the roll channel as an example 
to analysis the result of PID control with the noise disturbance in sensor data, laying the foundation to 
study the new control method under the condition that the sensor data are polluted by noise.
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Abstract. Performance analysis and testing of the Mini Gas Turbine was carried out in Wentworth 
Institute of Technology’s Thermodynamics Laboratory. The computational tool allows students to 
focus on more design-oriented problems. Furthermore, students had the ability to see immediate results 
to variations of the design conditions as well as different parameters that would affect the mini turbine. 
This project was carried out as a senior design project (Capstone), the students updated the existing data 
acquisition system, writing a new data acquisition program in LabVIEW, installing new pressure and 
temperature sensors, and performing a first and second law of thermodynamics analysis on the engine 
in Engineering Equation Solver. In order to update the existing data acquisition system, new NI SCB-68 
connector blocks were implemented along with NI USB-6251 terminals. The new hardware is operated 
through a LabVIEW program running on a new laptop designated and mounted to the mini jet turbine 
housing. Instrumentation, testing, and calibration are the three main milestones for this project As a 
result, The Inlet Mass Flow Rate numeric indicator value is calculated, not measured. The calculated 
value is dependent on the measured values of Compressor Inlet Temperature (T1), Compressor 
Inlet Static Pressure (Ps), and Compressor Inlet Dynamic Pressure (Pt-Ps). However, the pressure, 
temperature and thrust were tested as a function of RPM. The mini turbine engine is ready to be used in 
student experimental settings. Feedback from students proves that the use of different tools significantly 
enhances the student learning experience and encourages the students to use different theory from 
different courses, make the course more dynamic, and motivate the students to learn the material.  

Keywords: LabVIEW, Engineering Equation solver (EES), Mini-turbine, Pressure

1. Introduction

The turbine engine discussed throughout this research is a self-contained turbojet engine.This engine 
operates on a Brayton cycle. The Brayton cycle depicts the air-standard model of a gas turbine power 
cycle. A simple gas turbine is comprised of three main components: a compressor, a combustor, and a 
turbine. According to the principle of the Brayton cycle, air is compressed in the compressor. The air is 
then mixed with fuel, and burned under constant pressure conditions in the combustor. The resulting 
hot gas is allowed to expand through a turbine to perform work. Most of the work produced in the 
turbine is used to run the compressor and the rest is available to run auxiliary equipment and produce 
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power [1]. 

Gas turbine engines include internal passages which serve to channel the cooling air from compressors 
to the different components to be cooled. The research on the flow in a corotation radial inflow cavity 
was pioneered by Owen et al. [2]. They used integral momentum techniques for flows in a rotating 
cylindrical cavity. Firouzian et al. [3, 4] studied the flow and heat transfer in the cavity. Their results 
revealed the complicated source-sink flow feature in a radial inflow rotating cavity. One of the concerns 
in turbomachine is the pressure loss in the cavity; different ways to minimize the pressure loss have 
been explored. Chew et al. [5] has used fins to reduce the pressure loss. On the other hand, X. Liu [6] has 
studied the flow in a corotation radial inflow cavity between turbine disk and coverplate. Also, the flow 
field in a preswirled cooling air supply to a turbine rotor has been investigated by Oliver et al. [7, 8].  

An analysis on this engine provides important performance characteristics such as thrust, compressor 
performance, turbine performance (work and power, expansion ratio, turbine efficiency), combustion/
emission analysis, and overall isentropic efficiency. In order to perform an analysis on this engine, several 
quantities at specific locations are needed. Sensors are instrumented on this engine at the compressor 
inlet, compressor outlet, turbine inlet, turbine exit, and exhaust to collect data on the temperature and 
pressure at each location. This data is then used to perform a performance analysis on the engine. In 
addition, there are sensors on this engine to monitor thrust, RPM, and fuel flow rate. 

Shown below in Figure 1 is a cross section of the engine with main components labeled. 

Figure.1  Turbine Engine Layout (Brayton Cycle)

Figure 2 below shows the location of each temperature and pressure being measured on the engine.



International Journal of Advanced Network  Monitoring  and Controls            Volume 02 , No. 01 , 2017 

92

Figure.2  Engine Instrumentation Locations

Shown below in Table 1 are the specifications of the engine.

Table 1  Engine Manufacturer Specifications

Manufacturer Turbine Technologies, Ltd.
Model Number 2000DX

Max. RPM 90,000
Max. Exhaust Temperature 720 C

Pressure Ratio 3.4:1
Specific Fuel Consumption 1.18 lb./lb.-hr

The Turbine Technologies Mini Gas Turbine in the Wentworth Institute of Technology 
thermodynamics lab is in great need of an instrumentation overhaul. Due to the high cost of replacing 
the data acquisition system completely, our team will be replacing it ourselves. The current DAQ 
system is outdated and incompatible with current software on the computer it is paired to. A new 
set of DAQ hardware will be paired with a new computer running a LabVIEW program to collect 
the data. Our team’s goals also include calibration of pressure transducers and thermocouples for 
accurate measurement. Our team will then run a 1st and 2nd law of thermodynamics on the system using 
Engineering Equation Solver (EES). 

The mini gas turbine in the thermodynamics lab is a fantastic resource that is going un-used. Many 
students can benefit from the mini turbine’s technical sophistication. Benefits include but are not limited 
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to technical understanding, conceptual understanding, and practical application. With the recent 
creation of the Aerospace Engineering Minor at Wentworth, this machine could open the eyes to many 
young engineers and give them the ability to have a future in the aerospace industry. Turbine propulsion 
is used on various aircraft, but dominates the commercial jet and military jet industries. 

The main problem of this project is to overhaul the instrumentation of the mini gas turbine and have it 
ready to be run for students. Instrumentation, testing, and calibration are the three main milestones for 
this project. A technical lab will be produced for thermodynamics students to run.

2. Instrumentaion

Figure 3 below shows the laptop system mounted and installed. 

Figure.3  Laptop and Monitor Installed

the new DAQ has several additional components which are much larger than the old system a much 
larger mounting bracket was necessary. After modeling all of the current system components in 
SolidWorks, a sheet metal bracket was designed to fit all of the DAQ components without interfering 
with any of the existing surrounding components. 

Figure 4 below shows the design of the new DAQ setup. 

Figure.4  DAQ Components Installed
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During the course of this project, there were many sensors that needed to be changed or added. The 
preexisting DAQ system was capable of collecting temperature and pressure readings from the various 
mini-turbine engine stages; however, there was room for improvement. One of the main additions made 
to the instrumentation was implementing a new pressure transducer to read the static pressure at the inlet 
of the nozzle. The pitot-static mast style device can be seen below in figure 5:

Figure.5  Inlet Pitot Tube Current Set-Up

The basis of this project is to transition the new hardware and supported LabVIEW software. The 
hardware chosen for the task are the NI SCB-68 and NI USB-6251. Two of each have been implemented 
in the DAQ system. 

While attempting to calibrate the thrust strain gauge, significant noise to the NI chassis was experienced. 
The pre-existing set-up had the wires from the strain gauge splitting between the meter and the NI 
chassis. While the out-put signal from the strain gage was filtered through the DP25-S, it was not filter 
through the NI chassis. To remedy the issue, the DP25-S was replaced with a DP25-S-A which had the 
correct analog signal output. With the new signal analog signal output, there was no noise experienced 
from the thrust strain gage and meter. Below the new meter can be seen:

3. Testing

Figure 6. LabVIEW Data Acquisition Front Panel User Interface (Plot Tab）

In order to calculate the Inlet Mass Flow Rate to the turbine engine, the static pressure is needed. The 
static pressure is obtained by connecting a pressure transducer directly to the static pressure port on 
the inlet pitot tube. Next, the density of the air is calculated using this static pressure. The air velocity is 
calculated next using the Dynamic Pressure which is the difference between the total pressure and the 
static pressure. The Mass Flow Rate is finally obtained knowing the density, velocity and cross sectional 
area of the inlet nozzle at the location of the pitot tube. This calculation is performed in the LabVIEW 
program (Figure 77). See following report section for mass flow rate governing equations.

The fuel flow rate is determined from measuring the fuel pressure. If the fuel pressure as well as the fuel 
properties are known, the flow rate can be determined. The Inlet Mass Flow Rate numeric indicator 
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value is calculated, not measured. The calculated value is dependent on the measured values of 
Compressor Inlet Temperature (T1), Compressor Inlet Static Pressure (Ps), and Compressor Inlet 
Dynamic Pressure (Pt-Ps). Using Express Formula functions, the density of the air is first calculated, 
then the velocity of the air is calculated, and finally the Inlet Mass Flow Rate can be calculated. The 
following equations are contained within these functions for Density (ρ), Velocity (v) and Mass Flow 
Rate (ṁ).

Where,
A = Compressor Inlet Area
R = Ideal Gas Constant for Air

Figure 8 shows the inlet mass flowrate vs. RPM

Figure.7  Mass Flow Rate Calibration

Figure.6  LabVIEW Block Diagram
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4. Engineering Equation Solver (EES)

One of the critical tasks was to create a program in EES which analyzes the engine using the first and second 
laws of thermodynamics. Ideally this program would be displayed on the second monitor so you can take the 
data directly from LabView and plug it into the EES program. After plugging in the different temperatures and 
pressures as inputs in the EES program, it will calculate the compressor efficiency, turbine efficiency, overall 
efficiency of the engine and the thrust of the engine. A diagram window interface was created in EES to make 
it easy for the user to run the program without understanding the entirety of the code. Figure 12 below shows 
the equations window section of the EES program. Figure.12  EES code

Figure.9  Engine Testing Data Plot – Thrust vs RPM

A sample set of data collected from an engine test run is shown in figure 9 through 

Figure 11. These plots contain important characteristics of the engine such as the relationship between 
engine RPM and Thrust, Temperature, Inlet Mass Flow Rate, and Pressure. 

Figure.8  Engine Testing Data Plot – Inlet Mass Flow Rate vs RPM
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5. Conclusion

This paper explored the use of computational tools to enhance the students’ understanding of the different gas 
turbine engine processes and apply the theory such as conservation of mass and energy which were learned in 
different courses such as Thermodynamics and fluid mechanics. The computational tool such as EES allows 
the students to focus on the fundamental concepts of energy equation and second law of thermodynamics 
to yield quicker final results. The completion of this capstone project produced quality and timely task 
completion. The mini turbine engine is now ready to be used in student experimental settings. Each data 
acquisition component of the system is calibrated including all thermocouples and pressure 

transducers, RPM measurement and thrust measurement. The LabVIEW program will be used for real time 
data display and data acquisition of the complete run cycle of the system. Using this data exported to Excel by 
the LabVIEW program, these values can be inputted into the first and second law of thermodynamics EES 

program to determine the efficiencies of the compressor, turbine, and the overall system as well as the work 
done by the system in BTU/hr. 

The senior students completed their tasks and sub-tasks and achieved their final goal. These tasks and sub-

Figure.11  Engine Testing Data Plot – Pressure vs RPM

Figure.10  Engine Testing Data Plot – Temperature vs RPM
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tasks include but are not limited to preliminary research and component identification, mounting of a 
new laptop arm and laptop, design and manufacturing of a mounting bracket for the DAQ hardware, an 
EES program, a DAQ and user-friendly display LabVIEW program. It can be concluded that using senior 
students. Feedback from students, proved that the use of computational tools significantly enhances the 
student learning experience while motivating the students to learn the different mini turbine processes.
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Abstract. In order to solve the conventional direct torque control contradiction between the 
dynamic and static performance ,a permanent magnet synchronous motor system direct torque control 
architecture is proposed based on space vector modulation strategy . In this method flux and torque 
are controlled through stator voltage components in stator fluxlinkage coordinate axes and space 
vector modulation is used to control inverters.The simulation verifies that SVM-DTCis capable of 
effectively improving the steady state performance and keeping the excellent dynamic performance of 
theconventional DTC system simultaneously and remain the switching frequency constant.

Keywords: Simulation, Direct torque control, Space vector modulation.

1. Introduction

Direct torque control (DTC) has been widely used in the field of control of permanent magnet 
synchronous motor (PMSM), because it has the advantages of simple structure and fast dynamic 
response of the torque, which has been paid more and more attention in recent years [1-3].Conventional 
direct torque control is based on the torque, flux hysteresis controller output and a 60° stator flux 
linkage angle based on the signal, according to certain rules from the prefabricated switch table select the 
appropriate space voltage vector on the motorTorque, flux linkage for Bang-Bang control [4].However, 
according to this way of selecting the voltage vector can not meet the system of torque and flux linkage 
of the double request, will have a larger torque and flux ripple [5].In addition, the conventional DTC 
method can cause the output of the hysteresis controller and the position of the stator flux linkage 
signal to be constant over multiple sampling periods, resulting in the same switch state of the inverter 
during these sampling periods, and thus the switching frequency of the system is changedNot constant, 
the capacity of the power device can not be fully utilized [6].Space Vector Modulation (SVM) is used 
to obtain the desired arbitrary voltage vector by combining adjacent effective voltage vector and zero-
voltage vector in one sampling period, and the voltage vector is linearly adjustable [7].

2. Space Vector Modulation Algorithm

There are eight switching states for three-phase voltage source inverters, corresponding to six active 
voltage vectors: U1 (100), U2 (110), U3 (010), U4 (011), U5 (001), U6 (101 ) And two zero-voltage 
vectors U7 (000), U8 (111). Space vector modulation is applied to the motor is based on three-phase 
symmetrical sinusoidal voltage supply AC motor generated by the ideal circular flux trajectory as the 
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base, through the eight basic space voltage vector to the equivalent reference voltage vector so that the 
actual motor The air-gap trajectory approaches the ideal circle.

As shown in Fig. 1, in the coordinate system, the first sector is used as an example to synthesize the 
reference vector with two adjacent voltage vectors U1, U2 and zero vectors U0 (U7 and U8). According 
to the volt-second balance principle:

*
1 1 2 2 0 0 s sT T T T+ + =U U U U                                                                                                                                          (1)

Where, T1, T2, respectively U1, U2 role of time, T0 is zero vector of time, T5 for the PWM cycle. The 
meaning of formula (1) is that the integral effect produced by the vector in T5 time is the same as the 
integration effect of U1, U2 and zero vector U0.

Figure.1  space voltage vector and sector

(1) U1, U2 and in axis decomposition obtained:
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The amplitude of the fundamental voltage of the output voltage increases linearly with time, and the time 
T0 of the zero vector U0 decreases gradually, but the following relationship should be satisfied:
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Similarly, in the remaining five sectors, the basic space voltage vector will change with the region of the 
corresponding changes. This allows SVM technology to synthesize any required space voltage vectors.

Space vector modulation is to use a certain frequency (1 / Ts) and amplitude ( Ts  / 2) of the equivalent 
time triangular wave to modulate A, B, C three-phase switching time Tcm1 , Tcm2 , Tcm3 ,that is, the 
modulation signal. From the basic modulation principle of SVM, the maximum linear range of SVM 
is the inscribed circle shown in Fig.1, that is, the space vector modulation in the inscribed circle is 
linear modulation, while the over-inscribed circle is overmodulation . The following simulation and 
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experimental analysis and comparison of different reference voltage vector in the case, SVM modulation 
signal and output line voltage waveform and the relationship between.

3. Dynamic Control of Stator Flux Linkage

Figure 2 depicts the relationship between the stator flux linkage and the space voltage vector in the motor 
operation and the relationship between the stator flux in a single sampling period T5Dynamic control 
process stator flux.

Figure.2  flux linkage diagram

In Fig. 2, the phase angle sγ  of the stator flux vector sø  at the present moment can be estimated by the 

flux estimator in the stator two-phase stationary coordinate system αβ ,If the control system gives the 

reference flux linkage *
sø  with the phase angle *

sγ ,  the stator flux linkage δ∆  angle ahead of the current 

time, if the actual flux vector arrives at the reference flux linkage at the next sampling time, a space 

voltage vector *
sU  as shown in the figure should be applied in the time period of the sampling period T5, 

the reason for this is that the magnitude and phase angle of the applied space voltage vector U5 * can be 
calculated from equations (4) ~ (7) by moving the end points of the flux vector in the direction of the 
applied space voltage vector.

* *
* cos( ) cos cos( ) coss s s s s s s s
s s s

s s

U R i
T Tα α

γ δ γ γ δ γ+ ∆ − + ∆ −
= + ≈

øøøø
                                                                                         (4)

* *
* sin( ) sin sin( ) sins s s s s s s s
s s s

s s

U R i
T Tβ β

γ δ γ γ δ γ+ ∆ − + ∆ −
= + ≈

øøøø
                                                                                             (5)

* * 2 * 2
s s sU Uα β= +U                                                                                                                                                   (6)

* * *arctan( / )s s sU Uβ αϕ =                                                                                                                                         (7)

Where *
sU α  and 

*
sU β  are the components of the reference voltage vector *

sU in the two-phase stationary 

coordinate system αβ , respectively, *
sU  and *

sϕ , respectivelyis the amplitude and phase angle of *
sU . 

The stator flux vector magnitude and phase angle, torque can be calculated by the following formula:
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The subscripts α  and β  are the components of each physical quantity on the αβ -axis of the stator 
two-phase stationary coordinate system.

4. Direct Torque Control of Space Vector Modulation

The structure diagram of the direct torque control system (SVM-DTC) of permanent magnet 
synchronous motor based on space vector modulation is shown in Fig.3, Where the reference flux 
calculation model element and the space voltage vector modulation element SVM replaces the flux 
linkage in a conventional DTCand a torque hysteresis controller and switch table.

Figure.3  SVM-DTC block diagram of the structure

In Fig. 3, the difference between the reference angular velocity *
sω  and the feedback angular velocity 

ω  is output to the reference torque command *
eT  via a PI regulator.As the steady-state stator flux 

rotation speed and the rotor speed of rotation is the same, that is, synchronous speed ω , and when the 

reference torque or load torque in the dynamic process of mutation, the two speeds will be significantly 
inconsistent, the stator the flux rotation speed is significantly faster than the rotor rotation speed, there is 

a difference between the two rotational speed difference sω∆ .Thus, the difference between the reference 

torque *
eT  and the estimated torque eT  can be output by a PI regulator, which is the stator flux rotational 

speed increment sω∆ ,to reflect the dynamic change of the torque in real time.Thus, the total rotational 

speed *
sω of the flux linkage in one sampling period can be determined by the steady-state rotation 

speed ω  and the rate of changeOf the rotational speed difference sω∆ , that is, the system should be in 
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the next sampling period given the flux reference speed.After obtaining the total flux rotation speed *
sω

, the reference flux vector *
sø  given in the next sampling period can be obtained by referring to the flux 

linkage calculation model.The reference flux vector *
sø  and the estimated flux vector sø  of the current 

time can be calculated in the next sampling cycle should be applied to the space voltage vector *
sU , 

space voltage vector *
sU  and then through the space voltage vector modulation unit SVM to generate 

PWM pulse signal AS , BS  and CS , the final control voltage source inverter VSI drive permanent 

magnet synchronous motor.This new structure has the following advantages: PI regulator parameter 
adjustment is easy, and will not make the entire control system is running difficult.The product δ∆  of 

the stator flux angle at the next time can be obtained by multiplying the flux rotation speed *
sω  and the 

sampling period T5. Therefore, it is possible to adjust T5 todetermine δ∆ , which is easy to implement 
in the actual system.

5. Simulation Analysis

The SVM-DTC control of permanent magnet synchronous motor (PMSM) based on the above-
mentioned principle is established by Matlab / Simulink simulation softwareSystem model.The 
simulation motor parameters are: UN = 220v; NP = 4; Rs = 2.875 ohms; Ld = 8.5mH; Lq = 8.5mH;F = 
0.175Wb.Specific simulation conditions are set to: no-load start, the initial speed 1200r / min, 0.1s step 
to 1400 r / min,The load was applied to the 2 N • m at 0.2 s.

Figures 4 to 6 show the performance comparison of the conventional DTC and SVM-DTC simulation 
results, respectively.As can be seen from the figure,The response time of this control system is very 
short, almost no overshoot, which is the direct torque control of the outstanding advantages.From the 
torqueWaveform, the control mode of dynamic response is very fast, steady-state SVM-DTC torque 
fluctuations more stable, which canIt is seen from the current waveform that the current waveform of the 
SVM-DTC is closer to the sine wave than the conventional DTC current waveform.These differences is 
that the conventional DTC can only be controlled by selecting six basic active space voltage vectors and 
a hysteresis controller and SVM-DTC can use SVM to arbitrarily linearly combine the required space 
voltage vector to by real-time sampling calculation can be more precise control of the stator flux linkage.

             

       (a) Conventional DTC velocity response curve             (b) SVM-DTC velocity response curve

Figure .4 two kinds of control speed response curve
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              (a) Conventional DTC torque response curve              (b)SVM-DTC torque response curve

Figure.5  two kinds of control torque response curve

                

                   (a)Conventional DTC Phase Current Curves            (b)SVM-DTC phase current curve

Figure.6  two kinds of control phase current curve

Torque Figure 7 for the SVM-DTC control process of the motor torque angle δ  waveform of the 
change, we can see that the torque angle is electromagnetic torque changes consistent.In most steady-
state processes, the torque angle δ  is in the vicinity of a fixed value to do a small wave and the torque 
angle also changes rapidly in the dynamic process of rapid torque change.

          Figure.7  Torque angle δ  curve



International Journal of Advanced Network  Monitoring  and Controls            Volume 02 , No. 01 , 2017 

106

6. Conclusion

In order to solve the contradiction between dynamic and static performance of conventional direct 
torque control, that is, the contradiction between torque, fast response of flux linkage and torque, and 
large steady-state pulsation of flux linkage, this paper proposes a space vector based on space vector 
(PMSM) direct torque control (SVM-DTC), the principle and implementation of the scheme are 
discussed in detail. It is pointed out that the conventional DTC can only control the motor torque 
and flux linkage with a limited basic voltage vector, but none of the basic space voltage vectors can 
completely compensate the flux and torque errors in the system at the same time. Vector Modulation 
(SVM) is a promising solution. Secondly, the basic principle of SVM is expounded briefly. The SVM 
algorithm under different reference voltage vector input is analyzed, simulated and experimented. The 
SVM algorithm and its application are discussed in detail. Implementation has a clearer understanding. 
Finally, the SVM-DTC is discussed in detail, including the structure of the control system, the dynamic 
control process of the stator flux vector, the method of flux and torque estimation and the calculation 
model of the reference flux, etc. Theoretically, And the best compensation principle of flux error. 
Finally, the realization of SVM-DTC is studied, and compared with conventional DTC, the correctness 
of the control strategy is verified. Simulation results show that compared with conventional direct torque 
control, SVM-DTC has the advantages of faster dynamic response of conventional DTC and more 
stable steady-state operation while keeping the switching frequency of power devices constant. Because 
SVM-DTC has low hardware requirements and good control performance, it can effectively solve the 
contradiction between dynamic and static performance of conventional DTC, so it has good application 
prospects.
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Abstract. In order to adapt to navigation in unknown environment, the mobile robot must have 
intelligent abilities, such as environment cognition, behavior decision and learning. The navigation 
control algorithm is researched based on Q learning method in this paper. Firstly, the corresponding 
environment state space is divided. The action sets mapping with states are set. And the reward function 
is designed which combines discrete reward returns and continuous reward. The feasibility of this 
algorithm is verified by computer simulation. 

Keywords: Q-learning, navigation, behavior control, simulation

1. Introduction

With the development of intelligent control technology, the mobile robot autonomous navigation 
control algorithm in unknown environment has become one of the interesting researches in the field 
of artificial intelligence[1,2]. The mobile robot must have more intelligent abilities, such as environment 
cognition, behavior decision and learning, to adapt to navigation in unknown environment[3]. 
Because of the uncertainty of the environment information and the lack of prior knowledge, the robot 
navigation in unknown environment becomes more complex and difficult. Reinforcement learning is 
a kind of mapping study between environment states to actions[4]. It hopes to take the actions which 
can get the largest cumulative award by learning. So, it is a kind of autonomous learning to adapt to 
the environment that takes environment feedback as the input. It is a good idea that makes a learning 
agent achieves goal by the interaction with the environment. An agent must perceive the environment 
and take correct actions to complete the assignment. At the same time, the agent must get one or more 
environment information about the target state in learning.

The reactive robot navigation control method is researched based on Q learning by the interaction 
between robot and the environment to adapt unknown different environment. The mobile robot 
navigation control strategy is represented in this paper.

2. Q Learning Algorithm 

Reinforcement learning algorithm is a kind machine learning algorithms between supervised learning 
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and unsupervised learning. It is a kind of online learning based on reward and punishment mechanism. 
It learns environment based on deterministic or uncertain returns without model. It adjusts the 
parameters of the environment through the feedback of learning environment to the system. The 
mathematical model of reinforcement learning algorithm is based on the Markov chain and dynamic 
programming. It is a kind of strategy selection optimization method based on trial and error behavior.

Q-learning algorithm is a kind of typical model of reinforcement learning method. Learning agent has 
experienced ability to select the optimal action in the action sequence in Markov environment. The state 
estimation value function at different times is achieved while learning to optimize an iterative calculation 
function, so that the most optimal strategy is obtained. Q-learning is a kind of incremental online 
learning process. The map of “state - action” is used to iteration Q-learning. It should be ensure that 
the convergence of each iteration learning process.

The value of ( , )Q s a  should be initialized in Q-learning process first. An action a  should be choose 
obeying certain strategy, such as epsilon-greedy or the Boltzmann strategy, according to the learning 
agent initial state s  to get the next state 's . And instantaneous reward r  is achieved. The value of Q 
function is updated following the renewal rules. When agent access to the end of the target state or meet 
the correct conditions to end, the Q algorithm complete one cycle learning. Agent would continue the 
iteration cycle until the end of learning.

The optimal function values are approximated by optimizing value of the iterative function ( , )Q s a in 
Q-learning process. The renewal rules in Q-learning process are as formula (1) and formula (2).

( , ) ( , ) ( , )t t t t t tQ s a Q s a a Q s a← + ∆                                                                                                                                     (1)

1 1( , ) (1 ) ( , ) [ max ( , )]t t t t t ta A
Q s a a Q s a a r Q s aγ+ +∈

= − + +                                                                                                         (2)

Where a  represents learning step. 
1tr +
 represents the instantaneous rewards while the action 

ta  is 

performed in the process from the state
ts  to state 

1ts +
. γ  represents the discount rate of the 

1max ( , )ta A
Q s a+∈

.

A lot of episodes are contained in Q-learning process. And they all repeat the following steps[5]. 

Step 1: observe the current state
ts ;

Step 2: choose and perform an action 
ta ; 

Step 3: observe the next state
1ts +

;

Step 4: receive a transient signal of rewards and punishments
1tr +

;

Step 5: update the value of Q function following to the formula (2);

Step 6: turn to the next moment, 1t t← + .

3. The Design of Q-Learning System for Mobile Robot 
Navigation

It needs two main functions, to avoid obstacles and to move to target, while the robot reactively 
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navigating in an unknown environment. The design of the Q-learning system from the robot model, 
environment state, action space, and reward in return to make it intelligent. For the convenience of 
description and to simplify the algorithm, the obstacles which site the 180° range only ahead the robot 
are considered. Obstacles position is divided into three directions: the left, right and ahead.

3.1 The division of the environment state

Q-learning is based on the discrete Markov decision model. So discretizing the continuous environment 
space into limited environment unit is needed for mobile robot navigation by Q-learning. It discretizes 
the environment from two aspects, the distance from robot to the obstacle and the angle from the robot 
to the target.
The environment is divided into three states according to the distance from robot to the obstacle:

min

min

R O sf

d ro R O sf

g R O

sf d d
s m d d d

d d d

−

− −

−

 >
= ≤ ≤
 <

                                                                                                                                        (3)

Where R Od −  represents the distance between the robot and the obstacles. And R Od −  is always less than the 

maximum distance which robot could detect. sfd is set to the minimum safe distance without obstacle 

avoidance. mind  is set to robot safety threshold.

Define the distance on the left side as _LR O ls d= , which is the minimum distance of the left side to the 

barrier measured by the sensor. Define the distance of the obstacles ahead as _FR O ms d= , which is the 

minimum distance to obstacles ahead. Define the distance of the right obstacles as _RR O rs d= , which is the 
minimum distance of the right side to the barrier.

The environment state is divided into the following eight states by the perspective of the angle from 
robot to target:

                                                                                                                                                                                         （4)

Where NVB represents the target lies on the left rear of the robot within a range of 180°-135° counter 
clockwise. NB represents that the target locates on the robot left rear within the range of 135°-90°. NS 
represents that target lies on the left rear within the range of 45°~0°. {PVS,PS, PB,PVB}  represent the case 
that the target lies on the robot right, it is just the reverse to the above. So the mobile robot state can be 
expressed as _ { , , , , , , , }a rgs NVB NB NS NVS PVS PS PB PVB∈ .The definition of the eight states can be shown as the 
following.

                                                                                                                                                                                          （5）

Where 
rga  represents the angle between the forward direction and the direction from current point to 

the target point.

In summary, the environment state set S by discretization can be expressed as:

_ _a rg d roS s s= 

                                                                                                                                                                  （6）

_ {NVB, NB, NS, NVS,PVS,PS, PB,PVB}a rgs =

arg 3 / 4
3 / 4 arg / 2

/ 4 arg / 4
/ 4 arg 0

0 arg / 4
/ 4 arg / 2
/ 2 arg 3 / 4

3 / 4 arg

a rg
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π π
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π
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− ≤ < −
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3.2 The definition of robot action 

Autonomous mobile robot motion can be decomposed into translational motion and rotation motion. 
So the robot action set should be defined according to the rotation motion and translation motion. The 
concrete are defined as follows.

                                                                                                                                                                                            (7)

Where
1a  represents that the robot contrarotates for 45° and the mobile robot moves step is Step 

long, but Step=0. This means it just makes a pure rotation without shift. 
2a  represents rotating for 15° 

counterclockwise and the mobile robot moves Step, but Step=0.
3a  represents the robot rotate for 0° 

and the mobile robot moves Step, Step= STEP(STEP for setting the robot moving step length unit). This 

means the robot make a pure shift without rotation. 
4a  represents rotating for clockwise 15° and Step=0. 

5a  represents rotating for clockwise 45° and Step=0.

3.3 The setting to reward function 

Reward in return is immediate return to the robot for taking an action in a state. It can not evaluate the 
action is good or not in global, but reward function setting is a key factor to Q-learning system to get the 
corresponding strategy. It’s the unique useful information can be used in the strategy learning. Reward 
return function setting is the key to Q-learning system and learning strategies. A simple discrete efficient 
reward function is proposed after the above environment states division by the distance to obstacle and 
angle to target.

                                                                                                                                                                                                                                                                                            
_ _

_ _
_

_

_ _

2
1

1
4

a rg a rg

a rg a rg
a rg

a rg a rg

a rg a rg

s NVB or s PVB
s NB or s PB

r
s NS or s PS

s NVS or s PVS
−

= =−
 = =−=  = =
 = =

                                                      

(8)

                                                                                                                                                                                           (9)

Where 
_a rgr  represents the rewards in state 

_a rgs . And 
_d ror  represents the rewards in state 

_d ros .

Continuous reward in return for each action is set according the distance from current position to the 
target to guide robot towards the goal quickly. The specific design of the reward pay back system is 
shown as follows:

_ 0 * *cos( ) /d rg t tr R Setp a d=                                                                                                                                            (10)

Where
0R   is  the initial parameter values which depends on the value of the reward in return shown 

above. And 
ta  represents the angle from the moving direction to target point at the time t . The 

td  
represents the distance from the robot location to the target at the time t . The value of reward return 

_d rgr  is increasing while robots getting closer and closer to target.

1 2 3 4 5{ , , , , }A a a a a a=

_

_ _

_

5
1
5

d ro

d ro d ro

d ro

s sf
r s m

s dg

 =
= − =
− =
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4. Reactive Navigation Algorithm Based on Q-Learning and 
Simulation

The learning algorithm is introduced into the autonomous mobile robot reactive navigation control. 
Q-learning steps are as follow:  

Step 1: Define state space and action space in the simulation environment. The reward return follows 
formula (8) and (9) above. Point (10, 15) sees as initial starting location and 0° as the attitude angle. 
The point (42, 30) sees as the target point. Initialize the parameters in Q-learning: Step = 1, (s,a) 0Q = ，

(s,a) 0e =  to all map state-action;

Step 2: Observe the current state
ts ;

Step 3: Select an action
ta  according to the Boltzmann distribution action selection mechanism, and 

then execution;

Step 4: Observe the new state
1ts +
 and get reward ( , )t tr s a ;

Step 5: Calculate the value:
' 1 1( , ) max ( , ) ( , )t t t t t ta A

r s a Q s a Q s aδ − +
∈

← + − , ( , ) 1t t te s a ← ;

Step 6: Calculate the Q-function:
1( , ) ( , )+ ( , )t t tQ s a Q s a a e s aδ−← ;

Step 7: Judge whether the distance from robot to obstacle is less than the safe distance in the new state 
1ts +

. If the distance is less than the safe distance, turns back to the starting point and restart from the second 
step. Whether to reach the target point should be judged if it is greater than the safe distance. If it is true, 
then end the iteration, or turn to the second step to continue.

Two different simulation environments are set up to verify the feasibility of this above algorithm. 
The position (x, y) is represented for vertical and horizontal coordinates in simulation. The robot is 
simplified to a point and the obstacles are simplified to solid circles. Many random arrangement circular 
obstacles are in the environment. Robot starting point lies in the lower left corner in the simulation 
environment and the target is located in upper right, and both of them are shown as “ ☆ ”. The 
location of robot is shown as “※” in the simulation figure, and the line of “※” shows robot path 
from the initial starting point to the target.

As shown in Fig. 1 is the first circle learning process based on the Q learning, 30 obstacles are arranged 
random in the simulation. It can be seen that robot is always move to the target with much repetition. 
The path is extremely unreasonable and the robot fails to reach the target at last.        

The results after 237 learning cycles are shown in Fig. 2. A feasible path is found from the chaotic state 
shown in figure 1, and robot arrives at the target safely. This path is better than the first learning circle 
apparently.

The simulation environment is changed in Fig. 3 and Fig. 4. The number of obstacles is 40 with random 
arrangement.
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It can be seen that the path is in chaos after 1st cycle learning. The robot arrive at the target after 237 

cycles learning. The path is feasible and safe.

According to the different unknown environments simulation, it can be seen that the robot behavior 
control algorithm based on Q-learning can adapt to the changes of the environment. Robot can get 
a feasible path by the online learning. Reactive navigation based on Q-learning has the effective path 
optimization. 

5. Summary

The mobile robot navigation method is researched based on Q-learning method in unknown 
environment. The method to divide the environment state, to set the action sets and to set reward 
function are discussed. The Boltzmann selection mechanism is adopted for the learning process to 
action selection. The simulation results show that the reactive autonomic navigation approach based on 
the Q-learning can adapt to complicated unknown environment, this method is effective and feasible.
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Abstract. In the modern world it is increasingly referred to the concept of intelligent building. 
Intelligent building referred to above all energy-efficient building, using alternative energy sources, as 
well as equipped with modern energy efficient technologies that reduce the energy consumption of the 
building in general. But for all the time and does not set forth a definition of intelligence buildings, which 
leads to different opinions and approaches to the understanding of the term. 

Keywords: Intelligent building, energy efficient technologies, the energy consumption, intelligence 
buildings. 

1. Introduction 

The original generic approach to the formal definition of the term “intelligence” of buildings in terms 
of abstract cybernetics involves the calculation of an abstract intelligence quotient and abstract building 
automation rate: 

Abstract Intelligence quotient of buildings is determined by the following formula [1]:
                                                          

                                                       （1）
where Q – function of the considered set (measure of the set).

Abstract coefficient of buildings automation is determined by the following formula [2]:
                                                                             （2）

P – set of all change processes of parameters and their values of the building;

P1 – a subset of the change processes in values of the observed parameters of the building, P1P;

P2 – a subset of managed processes change the values of the observed parameters of a building, P2P1;

R – set of management processes change of values the observed parameters of the building (the 
building process parameter control);
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R1 – a subset of the change control process of values the observed parameters of the building (building 
parameters management processes), functional (F) adaptive own state space X1, R1R.

Q – function of the sets under consideration [1].

The sets are calculated as shown in the formulas (3) – (6) [2].

Quantifying the significance of changes in the process parameters for the processes of heat exchange in 
building is calculated according to the formula [7]: 

（7）
      

where Ei – energy capacity of the process adopted for the period

2. Method

There is a question of forming method of the unique determination of energy capacity of change 
processes of the values of building parameters. 

Problem is to generate a set of expressions that define the energy capacity of the known types of 
processes for engineering systems. 

As part of the work covered such types of buildings as: 

• Residential apartment buildings 

• Residential townhouses 

• Public buildings 

3. Discussion

Engineering systems have been considered in the work in accordance with the normative documents of 
the Russian Federation 

Heating, ventilation and air conditioning, are considered in accordance with SNIP 41-01, water supply 
and sanitation systems are considered in accordance with SNIP 2.04.01 and SNIP 02.04.02, electric 
power systems are considered in accordance with the PUE. 

Structurally proposed set of expression has the form shown in the table 1.
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Table 1  The structure of the expression of certain sets of processes energy capacity

№ Engineering system Type of engineering system Expression
1 Heaters radiator E=f1-1

2 Convection E=f1-2

3 Air heating E=f1-3

4

Ventilation system

Natural ventilation system E=f2-1

5 Forced ventilation system E=f2-2

6 Supply and exhaust ventilation system E=f2-3

7 The system of supply and exhaust ventilation with 
air recirculation 

E=f2-4

8 The system of supply and exhaust ventilation air 
recuperation

E=f2-5

9
The air conditioning 

system

Air-cooling E=f3-1

10 Air heating E=f3-2

11 Air humidification by irrigation E=f3-3

12 Air steam humidification E=f3-4

13 The water supply system Cold water supply E=f4-1

14 Hot water supply E=f4-2

15 The sewerage system Sewerage system without heat recovery E=f5-1

16 Sewerage system with heat recovery E=f5-2

17 Gas supply system Gas supply system E=f6-1

Using normative documents consider air heating by means of radiators (point 1 of Table 1). Where 
heating consists of two types: air-heating and heating walls

Air-heating is defined by the formulas (8 – 9).

                                                                                      (8)

                                                                                              (9)

Where:– thermal power required for heating the air in the radiator heating system, W;

– air consumption,;

– specific heat of air, J/(kg*0C);

Tout temp. – outdoor air temperature, 0C;

Tin temp. – indoor air temperature, 0C;

and Eair– electric power needed to supply the coolant in the radiator heating system for heating the air, 
W; 

K– the safety factor; 
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y– the proportion of the pumped liquid, N/m³; 

Hp– the pump head, m; 

– pump efficiency; 

– transfer coefficient; 

C w – specific heat of water, J/(kg*0C); 

T w. end –end water temperature, 0C; 

T w. initial – initial water temperature, 0C. 

Heating walls is defined by the formulas (10 – 11).
                                                                                                                                       (10)

                                                                                                (11)

Qw – thermal power required for heating the walls of the radiator heating system, W; 

K – heat transfer coefficient,W/(m2*0C); 

F – wall area, m2; 

Tin – indoor air temperature, 0C; 

Tout – outdoor air temperature, 0C; 

Ew – electric power needed to supply the coolant in the radiator heating system for heating the walls, 
W; 

Ks – the safety factor; 

y ∏ .B – the proportion of the pumped liquid, N/m³; 

Hp. – the pump head, m; 

 – pump efficiency; 

 – transfer coefficient; 

Cw – specific heat of water, J/(kg*0C); 

Tw end –end water temperature, 0C; 

Tw initial – initial water temperature, 0C.

4. Conclusion

The presence of such a set of expressions avoids subjective evaluations in determining significance of 
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the individual processes change the value of the building parameters. The inclusion of the proposed 
set in the method of determining BIQ and BAQ allows an objective comparison of “intelligence” of 
different buildings and different types of buildings. 

The prospect of work is the development of computer technology, realized in the automated calculation 
of the energy capacity and then quantify the significance of the processes of engineering systems. This 
computer technology will be the first step of the automated designing, implementing a formal approach 
to the definition of “intelligence” of buildings. 
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